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Abstract

In vivo fluorescence spectroscopy during photodynamic therapy (PDT) has the

potential to provide information on the distribution and degradation of sensitizers,

the formation of fluorescent photoproducts and changes in tissue autofluorescence

induced by photodynamic treatment. Reflectance spectroscopy allows quantifica-

tion of light absorption and scattering in tissue. We present the results of several

related studies of fluorescence and reflectance spectroscopy and their applications

to photodynamic dosimetry.

First, we develop and test an empirical method for the correction of the dis-

tortions imposed on fluorescence spectra by absorption and scattering in turbid

media. We characterize the irradiance dependence of the in vivo photobleaching

of three sensitizers, protoporphyrin IX (PpIX), Photofrin and mTHPC, in a rat

skin model. The photobleaching and photoproduct formation of PpIX exhibit

irradiance dependence consistent with singlet oxygen (1O2)-mediated bleaching.

The bleaching of mTHPC occurs in two phases, only one of which is consistent

with a 1O2-mediated mechanism. Photofrin’s bleaching is independent of irradi-

ance, although its photoproduct formation is not. This can be explained by a

mixed-mechanism bleaching model.

Second, we develop an algorithm for the determination of tissue optical prop-
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erties using diffuse reflectance spectra measured at a single source-detector sepa-

ration and demonstrate the recovery of the hemoglobin oxygen dissociation curve

from tissue-simulating phantoms containing human erythrocytes. This method

is then used to investigate the heterogeneity of oxygenation response in murine

tumors induced by carbogen inhalation. We find that while the response varies

among animals and within each tumor, the majority of tumors exhibit an increase

in blood oxygenation during carbogen breathing.

We present a forward-adjoint model of fluorescence propagation that uses the

optical property information acquired from reflectance spectroscopy to obtain the

undistorted fluorescence spectrum over a wide range of optical properties. Finally,

we investigate the ability of the forward-adjoint theory to extract undistorted flu-

orescence and optical property information simultaneously from a single measured

fluorescence spectrum. This method can recover the hemoglobin oxygen dissocia-

tion curve in tissue-simulating phantoms with an accuracy comparable to that of

reflectance-based methods while correcting distortions in the fluorescence over a

wide range of absorption and scattering coefficients.
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Chapter 1

Introduction

This thesis includes the results of several related investigations. They are linked by

a common theoretical basis and experimental approach and by a common ultimate

goal: to improve the understanding of dosimetry in photodynamic therapy (PDT).

This chapter will give a brief overview of the current state of PDT research and

introduce each of the areas of investigation to be addressed in the thesis.

Photodynamic therapy is a treatment modality which combines a photosensi-

tizing drug with visible light to achieve the destruction of cancerous tumors and

benign lesions. The drugs used in PDT generally have little or no toxicity in

the absence of light. They are administered systemically or topically hours or

days before treatment. At the time of treatment, the target tissue is irradiated

with visible or near-infrared light of a wavelength that is readily absorbed by the

sensitizer. The activation of the sensitizer by light results in the production of

cytotoxic chemicals and to the destruction of the targeted lesion.

Although PDT has been implemented clinically only within the last several
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decades, the study of photodynamic action and its connection with fluorescence re-

search have a long history. The first reports of chemical photosensitization date to

the late nineteenth century, when Raab and von Tappeiner observed the killing of

paramecia by the combined action of light and acridine orange dye. Von Tappeiner

went on to perform the first photodynamic treatment of human skin tumors with

the fluorescent sensitizer eosin in 1903 (Ackroyd et al., 2001). Despite the early

promise of PDT, the field was largely neglected by the medical research commu-

nity until 1960, when researchers at the Mayo Clinic demonstrated that injection

of hematoporphyrin caused preferential fluorescence of tumors. This observation

inspired the development of new sensitizers designed specifically to target can-

cerous tissue. Among these was a porphyrin mixture known as hematoporphyrin

derivative (HPD). HPD was later refined and purified to form Photofrin R©, cur-

rently the most widely used sensitizer in clinical PDT (Dougherty et al., 1998).

In the late 1970’s, the first large scale clinical studies of PDT in humans were per-

formed using HPD to treat bladder and skin tumors. Since then, Photofrin PDT

has been used to treat malignancies of the skin, bladder, esophagus, lung and

gastrointestinal tract and has been used in conjunction with surgical procedures

for treatment of brain and peritoneal cancers (Ackroyd et al., 2001; Dougherty

et al., 1998). Photofrin is currently approved in the United States and Europe for

treatment of bronchial, esophageal and nonsmall-cell lung cancers and precancer-

ous Barrett’s esophagus, and in other countries for cervical and bladder cancer

(www.scandipharm.com; Dolmans et al., 2003).

More recently developed photosensitizers have been designed to overcome three

limitations of Photofrin and HPD: Both cause prolonged skin photosensitivity,
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absorb wavelengths short of the optimal transmission of tissue and are composed

of mixtures of many different porphyrins, so variations between batches may be

problematic. Second-generation photosensitizers including the pure compounds

mTHPC and motexafin lutetium (Lutex) have absorption bands shifted to longer

wavelengths where light penetrates tissue more easily. mTHPC has exhibited

a greater potency and tumor selectivity than Photofrin (Ackroyd et al., 2001)

and is involved in clinical trials for treatment of mesothelioma (Friedberg et al.,

2003) and prostate cancer (Nathan et al., 2002). It has been approved in Europe

for the treatment of head and neck cancers (www.biolitecpharma.com). Lutex

is currently being investigated in clinical trials for the treatment of prostate and

recurrent breast cancer (Dimofte et al., 2002) and vascular disease (Chou et al.,

2002), among other indications.

Another PDT agent which shows promise in treating a number of conditions is

aminolevulinic acid (ALA). ALA itself is not a sensitizer, however it induces the

formation of the sensitizer protoporphrin IX (PpIX) in living cells. ALA-induced

PpIX clears from the skin faster than Photofrin, and ALA can be administered

topically, further reducing unwanted photosensitivity. Formulations of ALA have

gained approval for clinical treatment of basal-cell carcinoma and the precancer-

ous skin condition actinic keratosis (Dolmans et al., 2003). In clinical trials, ALA

has been shown effective at treating various skin cancers and benign skin condi-

tions ranging from psoriasis to viral warts (Salva, 2002). A second generation of

ALA-based drugs make use of ALA esters, which penetrate and sensitize target

tissues more effectively than ALA. ALA hexylester has shown promise in the pho-

todynamic detection of bladder cancers, and is currently undergoing clinical trials
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under the tradename Hexvix (www.photocure.com; D’Hallewin et al., 2002). A

formulation of ALA methylester known as Metvix is currently approved in Aus-

tralia and is under clinical trial elsewhere for treatment of actinic keratosis and

basal cell carcinoma.

In addition to killing cancer cells directly, some sensitizers have been shown

to achieve tumor control by sensitizing blood vessels, eliminating the supply of

oxygen and nutrients to the tumor. The ability of these sensitizers to target vas-

culature selectively has led to their use in the treatment of non-cancerous vascular

diseases. The most established of these therapies is the treatment of neovascular

age related macular degeneration (AMD), a condition in which the overprolifera-

tion of the blood vessels behind the retina leads to a reduction in visual acuity and

eventual blindness. AMD is the leading cause of vision loss among the elderly in

the western hemisphere. Verteporfin, a sensitizer known to cause vascular damage

when followed with irradiation shortly after injection, has been proven effective

in curtailing the growth of new vessels and the progress of AMD and is currently

FDA-approved for treatment of AMD under the tradename Visudyne (Mittra and

Singerman, 2002). PDT drugs designed to target blood vessels have also shown

promise in the treatment of atherosclerosis and the prevention of restenosis fol-

lowing angioplasty (Krammer, 2001).

1.1 Singlet oxygen and the photophysics of PDT

The majority of currently used sensitizers share a common mechanism of action.

These agents, known as type-II photosensitizers, achieve their cytotoxic effect by



1.1. SINGLET OXYGEN AND THE PHOTOPHYSICS OF PDT 5

Sensitizer Oxygen
S0

S1

T1
1O2

3O2

kot

kd
kp

kf

Ia

kisc

Figure 1.1: Jab loński diagram of the photosensitized formation of singlet
oxygen involving a typical type-II photosensitizer.

enabling the generation of singlet oxygen (1O2) within the target tissue. Singlet

oxygen is highly reactive, with a lifetime in the presence of biological substrates

of only 0.01 to 0.04 µs (Moan and Berg, 1991). The essential photophysical pro-

cesses involved in the generation of 1O2 are illustrated in figure 1.1, which shows

the ground and first excited states of a typical photosensitizer and of molecular

oxygen. Unlike most molecules, molecular oxygen has a ground state that is a

spectroscopic triplet, denoted 3O2, and a spectroscopic singlet first excited state.

Direct optical excitation of oxygen from the triplet to the singlet state is forbidden

by molecular selection rules and does not occur under biologically relevant condi-

tions. An intermediary sensitizer is therefore required for the production of 1O2.

The photosensitizer’s ground state is a spectroscopic singlet, denoted S0. The
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production of 1O2 is initiated when a molecule of ground state sensitizer absorbs

a photon of light and is promoted to its first excited singlet state S1. The excited

sensitizer may decay back to its ground state by emission of a fluorescence photon

or by non-radiative processes. It may alternatively undergo a transition to its first

excited triplet state T1, a process known as intersystem crossing. Once in the T1

state, the sensitizer molecule can transfer energy to a nearby 3O2 molecule, creat-

ing one molecule of 1O2 and returning the sensitizer to its ground state. Because

the sensitizer is not consumed by this process, each sensitizer molecule may be

excited many times and produce many 1O2 molecules. It is the reaction of these

1O2 molecules with cellular targets that cause photodynamic damage.

In addition to participating in the reactions with cellular substrates that are

essential to PDT, 1O2 may react with sensitizer molecules, resulting in irreversible

photobleaching. The photobleaching of the sensitizer reduces the concentration of

photochemically active sensitizer molecules and hence the rate of 1O2 production.

Potter et al. (1987) recognized that photobleaching could reduce the efficacy of

PDT as irradiation progresses. A positive effect of photobleaching, suggested by

Boyle and Potter (1987), is that photobleaching could be used to protect normal

tissue from photodynamic damage.

1.2 PDT dosimetry

A problem of continuing interest among physicists in the study of PDT is the

accurate determination of therapeutic dose and the development of a method of

real-time quantitative dosimetry. The in vivo generation of 1O2 by PDT requires
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that three primary ingredients be present in the tissue: sensitizer, light of the

appropriate wavelength and sufficient molecular oxygen. Many clinical protocols

specify the photodynamic dose only in terms of the delivered light fluence and

the administered dose of sensitizer (Wilson et al., 1997). In contrast, the research

performed in our laboratory over the last 12 years, including the work presented

in this thesis, has focused on the effects of tissue oxygenation during PDT. The

dynamics of tissue oxygenation are necessarily complex. Oxygen is consumed

metabolically by living tissue, and is resupplied by the vascular system. Because

1O2 reactions are generally irreversible, PDT itself consumes oxygen. The rate

of singlet oxygen reactions produced in tissue, and hence the rate of photochem-

ical oxygen consumption, depend on the intensity of the treatment light. If the

treatment irradiance is high enough, it is possible that the tissue will become

hypoxic, reducing the amount of oxygen available for PDT and the effectiveness

of the treatment. A series of animal experiments conducted in the early 1990’s

at the University of Rochester demonstrated that lowering the treatment irradi-

ance or interrupting treatment to allow tissue oxygenation to recover significantly

improved the effectiveness of photodynamic treatment (Feins et al., 1990; Foster

et al., 1991; Gibson et al., 1994; 1990). These studies established that a definition

of dose that considers only the amount of sensitizer administered and the light

fluence applied is insufficient to predict treatment outcome.

While these early animal studies were suggestive of the critical role of oxygena-

tion in determining PDT outcome, the complexity of the in vivo environment and

the difficulty in making direct measurements of tissue oxygenation limited the abil-

ity of the animal results to be modelled from first principles. In order to develop
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and verify a quantitative mathematical model of photochemical oxygen consump-

tion effects, a simpler system was needed. Multicell tumor spheroids provide just

such a model. Spheroids, like tumors, consist of cells whose distance from the

oxygen-supplying medium ranges from zero to tens of microns. Spheroids, how-

ever, have the advantages of accessibility to oxygen sensitive probes and a geom-

etry than lends itself to one-dimensional modelling. Foster et al. (1993) observed

that the rate of cell killing in spheroids was enhanced at reduced irradiance, as

expected in cases where a portion of the spheroid was driven hypoxic, protecting it

from 1O2 damage. The model presented in that report used analytic solutions of a

simplified oxygen diffusion model to evaluate photochemical oxygen consumption.

Successively more sophisticated models incorporated the effect of oxygen concen-

tration on the sensitizer triplet state lifetime (Nichols and Foster, 1994) and the

effects of sensitizer photobleaching via several different mechanisms (Georgakoudi

and Foster, 1998; Georgakoudi et al., 1997). The papers detailing these models

included direct measurements of the oxygen concentration in spheroids and in

the surrounding medium with sufficient precision that the mechanism by which

various sensitizers photobleach could be deduced.

1.3 Fluorescence photobleaching

In the case of photobleaching mediated predominantly by 1O2, the deposition of

photodynamic dose is reported by the bleaching of the photosensitizer (Georgak-

oudi et al., 1997). The monitoring of sensitizer photobleaching via fluorescence

measurement can therefore provide a means of real-time ‘implicit’ dosimetry (Wil-
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son et al., 1997). Because the photobleaching of the sensitizer is sensitive to the

same effects which influence the deposition of photodynamic dose, these effects do

not need to be measured explicitly. The direct measurement of in vivo fluorescence

photobleaching has been undertaken by a number of groups (Mang et al., 1987;

Moan, 1986; Rhodes et al., 1997). Forrer et al. (1995) studied the photobleaching

of the chlorin sensitizer mTHPC, and found its bleaching to be consistent with

that predicted by a model that assumed 1O2-mediated photobleaching. More re-

cent in vivo studies have examined the relationship between photobleaching and

treatment irradiance. If photobleaching is to be used as a surrogate measure of

damage, the enhanced biological response observed at reduced irradiance should

be reflected in more rapid bleaching of the sensitizer. Indeed, irradiance-dependent

photobleaching of ALA-induced PpIX has been observed by Robinson et al. (1998;

1999) and by Juzenas et al. (2002). Other researchers studying the same drug,

however, have observed no irradiance dependence (Iinuma et al., 1999; Sørensen

et al., 1998).

Chapter 3 of this thesis presents the results of in vivo photobleaching studies

of three sensitizers: ALA-induced PpIX, mTHPC and Photofrin. This work ex-

tends and improves upon previous studies in two important respects. First, it is

important to recognize that the fluorescence emission from intact tissue includes

contributions from naturally occurring fluorophores in the tissue, known as aut-

ofluorescence. The spectral signature of the autofluorescence emission may change

as a result of treatment. In addition, many sensitizers produce fluorescent photo-

products as a result of their reaction with 1O2, further complicating the emission

spectrum. The complexity of the in vivo fluorescence signal motivates the de-
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velopment of rigorous spectral analysis techniques. We have adopted a method

based on singular value decomposition, outlined in chapter 2, which is capable

of separating the contributions of numerous fluorophores, even in the presence of

experimental noise and emission from unknown fluorophores. Previous work in

our group has demonstrated the ability of a Fourier series added to the SVD basis

set to model unknown components in absorption spectra (Hull et al., 1998). Here,

the method is extended to the case of fluorescence spectroscopy by weighting the

components of the Fourier series for the purpose of fitting fluorescence emission

lines and by using the Fourier series to construct basis spectra corresponding to

previously unknown emission features. We show that the failure to implement

full-spectrum analysis methods can lead to dramatic misinterpretation of in vivo

fluorescence emission spectra.

The second significant improvement implemented in chapter 3 is an empirically

derived correction for the effects of changing optical properties. Fluorescence spec-

tra acquired in vivo can be significantly distorted by absorption and scattering

of light within the tissue. Several approaches have been taken to correct fluo-

rescence spectra for the distorting effects of absorption and scattering. Gardner

et al. (1996a) have developed a correction based on a one-dimensional model of

photon migration. This algorithm requires knowledge of the penetration depth

of light, which can be determined by diffuse reflectance spectroscopy (Gardner

et al., 1996b). The validity of this method is limited to measurements in which

the illumination of the tissue by the fluorescence excitation light approximates

plane wave irradiation. A similar correction scheme based on Kubelka-Monk flux

theory has been reported by Durkin et al. (1994), however the determination of
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the parameters needed for this correction requires a measurement of light trans-

mission through the sample, limiting its applicability to thin tissues or excised

samples. Wu et al. (1993) have proposed a method recently updated by Müller

et al. (2001) based on a random-walk model of photon migration which uses mea-

surement of the diffuse reflectance spectrum to correct the fluorescence emission

spectrum. Like the previous algorithms, this model requires knowledge of optical

properties, however it can be applied to small probes and to measurements made

at a single source-detector separation. In chapter 3, an empirical modification of

this method has been tested in tissue-simulating phantoms and used to correct

fluorescence spectra acquired in vivo.

Each of the sensitizers we have studied exhibits irradiance dependent changes

in the fluorescence emission spectrum during irradiation, although the details are

specific to each sensitizer. The bleaching of ALA-induced PpIX is irradiance-

dependent, as is the formation of two fluorescent photoproducts. In addition, we

have observed irradiance-dependent changes in autofluorescence which we inter-

pret as direct evidence of mitochondrial damage induced by PDT. The extreme

complexity of the emission spectra observed in this case make the implementation

of rigorous spectral analysis techniques vital. The fluorescence emission spec-

trum of skin sensitized with mTHPC is much simpler than that of ALA-sensitized

skin, however the bleaching kinetics are more complicated. The photobleaching

of mTHPC proceeds in two distinct phases with significantly different bleaching

rates, separated by a discontinuity in bleaching rate. In the case of Photofrin,

we observe irradiance-independent bleaching in spite of the fact that the accumu-

lation of photoproduct is greater at low irradiance. The photobleaching models
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investigated by our group thus far have examined cases where the bleaching of

the sensitizer was caused solely by reactions with 1O2, or solely by reactions be-

tween cellular substrates and sensitizer molecules in the S1 or T1 state. There is

no fundamental reason that a sensitizer cannot participate in more than one type

of bleaching reaction simultaneously. The implications of such multiple mecha-

nism bleaching are examined in chapter 2, and it is shown that this mechanism

can explain the bleaching and photoproduct kinetics we observe in the case of

Photofrin. Parts of chapter 3 and the details of the SVD fitting algorithm de-

scribed in chapter 2 have been published previously (Finlay et al., 2001; 2002).

Co-authorship with Thomas Foster, David Conover, Edward Hull, and Soumya

Mitra is gratefully acknowledged.

1.4 Diffuse reflectance spectroscopy

The monitoring of sensitizer photobleaching during PDT gives a measure of the

deposition of 1O2 dose, however it does not provide a direct measurement of tis-

sue oxygenation. Diffuse reflectance spectroscopy provides a non-invasive means of

monitoring local oxygen concentration. Throughout the visible wavelengths, the

absorption of light by tissue arises primarily from hemoglobin in the red blood

cells (Jacques, 1996). The absorption spectrum of hemoglobin changes dramati-

cally when it is bound to oxygen, as shown in figure 1.2. The differences between

the spectra of oxy- and deoxyhemoglobin allow the oxygen concentration within

the red blood cells to be determined from the absorption spectrum of the tissue

being investigated. The absorption spectra of oxy- and deoxyhemoglobin have
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Figure 1.2: Absorption spectra of oxy- and deoxyhemoglobin in solution at
a concentration of 50 µM. Data are taken from Prahl (1999).

been measured by several researchers (Jope, 1949; Prahl, 1999; Takatani and Gra-

ham, 1987; Van Assendelft, 1970; Wray et al., 1988; Zijlstra et al., 1991). While

these measurements are in approximate agreement with one another, none of them

take into account the changes in the spectrum induced by the packaging of the

hemoglobin into the red blood cells. In chapter 4, we show that this ‘pigment

packaging’ effect, first described by Duysens (1956), makes the absorption spec-

trum of hemoglobin in intact tissue significantly different from that of isolated

hemoglobin in solution.

Unlike the absorption spectrum, the scattering spectrum of tissue is gener-

ally featureless throughout the visible wavelengths. The scattering coefficient of
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tissue is largely determined by the size distribution and refractive indices of its

subcellular components and by the arrangement of its connective tissue (Mourant

et al., 1998; Saidi et al., 1995). Scattering is insensitive to oxygenation, however

it may provide useful information about tissue structure and the status of critical

structures such as cell nuclei and mitochondria (Backman et al., 1999; Mourant

et al., 2002; Perelman et al., 1999).

Optical oximetry requires a rigorous separation of the effects of absorption and

scattering. Several methods have been developed to accomplish this, all of which

rely on the fact that photons that traverse different paths through the sample are

affected differently by absorption and scattering. In general, photons that take the

longest paths through tissue are most sensitive to absorption, while those taking

short paths provide the additional information needed to characterize scattering.

Time-resolved or frequency-domain measurements of diffuse reflectance effectively

sort the collected photons by the time of flight from the source to the detector,

a measure equivalent to pathlength (Fishkin et al., 1996; Kienle and Patterson,

1997; Sevick et al., 1991). An alternative approach, which has been adopted in

our laboratory’s reflectance spectroscopy work, is to make simultaneous steady-

state measurements of diffuse reflectance at multiple source-detector separations

(Farrell et al., 1992; Hull, 1999; Nichols et al., 1997). In this case, the separation

of absorption and scattering is possible because the photons collected at large

source detector separations have traversed a greater distance in the tissue than

those collected close to the source. The ability of radially resolved steady-state

diffuse reflectance measurements to accurately recover the absorption and reduced

scattering coefficients has been verified in our laboratory using tissue simulating
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phantoms (Hull et al., 1998) and has been applied to the measurement of blood

oxygen concentration in rat mammary tumors in vivo (Conover et al., 2000; Hull

et al., 1999).

Any optical oximetry method requires a quantitative theory describing the

propagation of light in tissue. At wavelengths longer than approximately 650 nm,

light transport in tissue is dominated by scattering. In this wavelength range, the

propagation of light is adequately modelled by photon diffusion theory. The diffu-

sion approximation is based on a series expansion of the more general Boltzmann

transport equation, described in chapter 2. Diffusion theory-based algorithms

have been used extensively for optical oximetry (Doornbos et al., 1999; Hull et al.,

1999; Sevick et al., 1991) and to measure the increase in tissue absorption due to

photosensitizers (Patterson et al., 1987; Solonenko et al., 2002). The diffusion

approximation, however, is not applicable to shorter wavelengths where tissue is

more absorbing, or to measurements made at short source-detector separations.

Several strategies have been used to overcome the limitations of the diffusion

theory. The most closely related to diffusion theory is a higher-order approxi-

mation to the Boltzmann equation known as the P3 approximation. Star (1989)

and Boas et al. (1995) have developed P3 expressions in a one-dimensional geom-

etry appropriate to plane-wave irradiation of a semi-infinite tissue sample. Dickey

et al. (1998) have applied this model to the study of the distribution of treatment

light during PDT, but have not used it to reconstruct tissue optical properties. A

significant effort in our group has led to the extension of the one-dimensional P3

expression to a two-dimensional model appropriate to fiber-based optical probes

(Hull and Foster, 2001; Hull, 1999). This model allows the independent recovery of
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absorption and scattering spectra from measurements at smaller source-detector

separations and in conditions of higher absorption than possible with the diffu-

sion approximation model. The derivation of the diffusion and P3 reflectance

expressions are reviewed in chapter 2.

In chapter 4, we use the P3 reflectance expression to analyze the reflectance

spectrum acquired at a single source-detector separation. This method does not

allow independent determination of the absorption and scattering coefficients at

each wavelength, however, by making reasonable assumptions about their spectral

shapes, quantitative information about the identity and concentration of absorbers

and the characteristics of the scattering spectrum can be extracted. The ability

of our algorithm to accurately extract the concentration and oxygen saturation

of hemoglobin is demonstrated using simulated data. Diffuse reflectance spectra

obtained from tissue simulating phantoms containing intact erythrocytes are fit

to extract the hemoglobin oxygen dissociation curve, which is shown to be in

agreement with the results of previous studies in our laboratory and with values

reported in the literature.

Finally, we analyze reflectance spectra acquired from tumors in mice breath-

ing room air and carbogen using this method, and demonstrate that carbogen

breathing is capable of significantly increasing the oxygenation of EMT-6 tumors

in mice. This study extends our laboratory’s previous work with carbogen in rat

tumors (Hull et al., 1999) to a new tumor line and animal model. In addition, the

multiple detectors employed in our probe allow different regions of the tumor to

be sampled independently, giving an optical characterization of the heterogeneity

in blood volume and oxygenation within each tumor.
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1.5 Forward-adjoint fluorescence spectroscopy

The observation that absorption and scattering information can be obtained from

reflectance measurements leads to the question of whether an analogous method

using fluorescence spectroscopy is possible. Investigations of this concept by Vari

et al. (1993) and Shehada et al. (2000) demonstrated that useful absorption infor-

mation could be recovered from fluorescence measurements, but did not provide a

quantitative, theory-based model for extracting this information. We seek a the-

ory capable of modelling fluorescence propagation in tissue from first principles.

To this end, we introduce the adjoint radiative transport problem in chapter 2.

Instead of modelling the forward propagation of light from its source, this formal-

ism models collected signal via the backward propagation of ‘importance’ from a

detector (Williams, 1991). The importance is a measure of the probability that a

photon at a given point in phase space will eventually be captured by a detector.

To model fluorescence, we combine the forward propagation of excitation light

and the backward propagation of importance at the emission wavelength, both in

the presence of biologically relevant absorption and scattering. Crilly et al. (1997)

have demonstrated the effectiveness of a Monte Carlo algorithm based on this

forward-adjoint principle, however the analytic solution is original to this thesis.

We demonstrate the accuracy of a forward-adjoint model that uses the P3 approx-

imation to radiative transport to evaluate the forward and adjoint distributions in

the case of infinite media. In semi-infinite media, we replace the analytic P3 ap-

proximation with a numerical method based on scaling the results of Monte Carlo

simulations. This method, suggested by Kienle and Patterson (1996), allows the
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light distribution in samples with arbitrary optical properties to be calculated

from a single Monte Carlo simulation.

In chapter 5, we use the forward-adjoint model to predict the distortion im-

parted to measured fluorescence spectra by intervening optical properties, and to

correct the measured spectra. We show that distortions can be corrected even in

the presence of significant absorption and that the forward-adjoint fluorescence

model, in combination with the optical property determination methods of chapter

4, is capable of correcting fluorescence for the effects of absorption and scattering

with no prior knowledge of optical properties. This method represents a signifi-

cant improvement over the empirical correction algorithm used in chapter 3; it is

valid over a wider range of optical properties and source-detector geometries, and

is derived from first principles with no empirical correction factors. Using this

method, we recover the intrinsic fluorescence spectra of tissue simulating phan-

toms containing intact human red blood cells and NADH over the full range of

oxygen saturations.

Taking the forward-adjoint approach one step further, we go on to demonstrate

that the fitting of measured fluorescence spectra directly can yield intrinsic flu-

orescence spectra, hemoglobin oxygen saturation, blood volume and information

about the reduced scattering spectrum simultaneously. Our fitting algorithms

provide accurate recovery of tissue optical properties and intrinsic fluorescence

spectra over a wide range of hemoglobin concentrations and saturations in the

case of simulated fluorescence in infinite media. To explore the semi-infinite ge-

ometry we again use phantoms containing human red blood cells and NADH. We

find that the fluorescence fitting algorithm not only recovers the intrinsic fluores-
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cence, but also determines the oxygen dissociation curve and the corresponding

Hill parameters with an accuracy comparable to that of the reflectance fitting

described in chapter 4.

As in the case of reflectance, we examine fluorescence spectra acquired in

vivo from the surface of murine EMT-6 tumors. The preliminary results are en-

couraging, and demonstrate the potential of single source-detector fluorescence

spectroscopy to provide absorption, scattering, and fluorescence information from

in vivo measurements. We discuss the possibilities and challenges that will ac-

company these methods into clinical application.
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Chapter 2

Theoretical Background

2.1 Forward radiative transport theory and the

PN approximation

Understanding the physical processes involved in photodynamic therapy and in

the noninvasive optical characterization of tissue requires a theoretical description

of the propagation and collection of light in scattering and absorbing media. In

principle, the distribution of light in tissue could be modelled in terms of electric

and magnetic fields and the electromagnetic properties of the medium. In practice,

such a model becomes intractably complex for realistic media. An alternative

approach is provided by the radiative transport theory. This model was originally

developed to study the propagation of light through stellar atmospheres (Schuster,

1905), but its basic assumptions apply to the transport of any neutral particles.

Radiative transport theory has been widely utilized in nuclear reactor design to

model the propagation of neutrons in reactor cores and has been applied to the
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study of light propagation through a variety of turbid media including terrestrial

and interstellar clouds, seawater and human and animal tissue.

The fundamental quantity in radiative transport theory is the radiance L(r, ŝ′),

a scalar function equal to the power of radiation per unit area per unit solid angle

in direction ŝ′ at position r. The distribution of radiance within the medium is

determined by the medium’s optical properties, the distribution of sources within

the medium and the characteristics of the medium boundaries. The absorption

coefficient µa is equal to the probability of absorption per unit distance. Similarly,

the scattering coefficient µs gives the probability of scattering per unit length. The

effects of absorption and scattering on the steady-state distribution of radiance

are described by the time-independent Boltzmann equation (Ishimaru, 1997),

∇ · L(r, ŝ)ŝ = −µtL(r, ŝ) + µs

∫
4π

L(r, ŝ′)f(ŝ, ŝ′) dΩ′ + S(r, ŝ), (2.1)

where the attenuation coefficient µt is equal to (µa +µs). Equation 2.1 is a heuris-

tic description of the spatial variation in radiance distribution in the scattering

medium. The radiance in direction ŝ is decreased by absorption and by scatter-

ing away from ŝ (first term on RHS) and increased by scattering from all other

directions (integral term) and by sources of radiance (final term).

The function f(ŝ, ŝ′), known as the scattering phase function, is defined as the

probability that a photon incident in direction ŝ′ will be scattered into direction ŝ.

It can generally be assumed that the scattering phase function depends only upon

the scattering angle and is independent of spatial location and of the direction

of the incident photon. f(ŝ, ŝ′) can then be expressed as a function of (ŝ · ŝ′).
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The scattering phase function can be characterized by the scattering anisotropy

g, equal to the average of scattering cosine,

g =

∫
4π

f(ŝ, ŝ′) dΩ, (2.2)

where dΩ is the differential solid angle, and the integral includes all possible

directions of scatter. A large value of g indicates predominantly forward scatter-

ing, while isotropic scattering results in a g of 0. A computationally convenient

analytic phase function commonly used to model tissue scattering is the Henyey-

Greenstein function (Henyey and Greenstein, 1941),

fHG(cos(θ)) =

(
1

4π

)
1− g2

(1 + g2 − 2g cos(θ))
3
2

. (2.3)

This equation was originally formulated to approximate Mie theory results for

the modelling of scattering in galactic dust clouds, however Jacques et al. (1987)

have shown that it provides a reasonable match to the scattering phase function

observed in tissue. Unless otherwise stated, the derivations and examples in this

chapter will use the Henyey-Greenstein phase function.

Exact analytical solutions of equation 2.1 may be obtained for some ideal-

ized geometries, however the conditions under which these solutions are valid are

too restrictive to make them generally useful in practical applications (Ishimaru,

1997). It is therefore necessary to approximate the Boltzmann equation by an

equation or system of equations that yield analytic solutions. A standard method

of approximation is to expand the radiance and source terms as series of spheri-
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cal harmonics truncated at the N th term, and the scattering phase function as a

similarly truncated series of Legendre polynomials,

L(r, ŝ) =
N∑

l=0

l∑
m=−l

√
2l + 1

4π
φlmYlm(ŝ) (2.4a)

S(r, ŝ) =
N∑

l=0

l∑
m=−l

√
2l + 1

4π
σlmYlm(ŝ) (2.4b)

f(ŝ · ŝ′) =
N∑

l=0

2l + 1

4π
glPl(ŝ · ŝ′). (2.4c)

The substitution of equations 2.4 into equation 2.1 constitutes the PN approxi-

mation to the radiative transport equation.

2.1.1 The diffusion approximation

When the series expansions for the radiance, source distribution and scattering

phase function are truncated at N = 1, equations 2.4 take the form

L(r, ŝ) = 1
4π

Φ(r) + 3
4π

j(r) · ŝ (2.5a)

S(r, ŝ) = 1
4π

S0(r) + 3
4π

S1(r) · ŝ (2.5b)

f(ŝ, ŝ′) = 1
4π

+ 3
4π

g(ŝ · ŝ′). (2.5c)

This simplification makes use of the fact that the three φ1m can be uniquely

represented in linear combination as the components of a single vector j, and the

σ1m as components of the vector S1. The fluence Φ and flux j are the isotropic

and linearly anisotropic components of the radiance, respectively. Truncation of
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the series expansions at N = 1 implicitly assumes that any anisotropy in the

radiance is linear and can be accounted for by j. Similarly, the source is assumed

to have a total strength S0 and at most a linearly anisotropic component given

by S1. Substituting equations 2.5 into equation 2.1 and integrating over all solid

angles gives an equation for the divergence of the flux,

∇ · j(r) = −µaΦ(r) + S0(r). (2.6)

Multiplying by ŝ and integrating over all solid angles gives the corresponding

equation for the gradient of the fluence,

1

3
∇Φ(r) = −(µ′s + µa)j(r) + S1(r). (2.7)

When only isotropic sources are considered, S1 is zero everywhere. In this case

equations 2.6 and 2.7 can be combined, yielding the time-independent photon

diffusion equation,

D∇2Φ(r)− µaΦ(r) = S0(r). (2.8)

The diffusion constant D is equal to 1/3(µa + µ′s), where µ′s is the reduced scat-

tering coefficient, equal to µs(1− g). The flux j is related to the fluence Φ by an

optical version of Fick’s law,

j(r) = −D∇Φ(r). (2.9)

The fact that the diffusion approximation is sensitive only to µ′s and not to µs
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and g independently is an example of a first-order similarity relation. The impli-

cation of this relation is that an anisotropically scattering medium with scattering

coefficient µs will generate the same radiance distribution as an isotropically scat-

tering medium with a scattering coefficient of µ′s. The reduced scattering mean

free path, 1/µ′s, is the mean distance a photon must travel in the medium before

it is scattered sufficiently many times that its direction is randomized. When con-

sidering the relative importance of absorption and scattering to the interaction

of light with a given sample, it is useful to define the albedo a and the transport

albedo a′, given by

a =
µs

µa + µs

(2.10a)

a′ =
µ′s

µa + µ′s
, (2.10b)

respectively. Because of the similarity relation described above, a′ is a more

accurate measure of the relative importance of scattering that a.

In the diffusion approximation, the Green’s function for the fluence resulting

from an isotropic point source in a homogeneous medium is given by (Case and

Zweifel, 1967; Ishimaru, 1997)

Φ(r) =
1

4πD

e−µeffr

r
, (2.11)

where µeff is the effective attenuation coefficient, given by µeff =
√

3µa(µa + µ′s).

The flux can be found by substituting Φ into equation 2.9. The flux and fluence,
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when substituted into equation 2.5a, give the complete expression for the radiance

in the diffusion approximation.

As noted before, the derivation of the diffusion approximation is based on

the assumption that the radiance is only linearly anisotropic. In practice, this

means that the diffusion approximation is valid when µa is much less than µ′s and

when the distance between the source and the point of interest is greater than

one transport mean free path (Fishkin et al., 1996). In typical applications in the

field of tissue optics, the requirement of high transport albedo restricts the use of

the diffusion approximation to wavelengths in the near infrared, a region of the

spectrum referred to as the ‘optical window’. Strong absorption due to hemoglobin

at shorter wavelengths and water at longer wavelengths requires that a higher-

order approximation to radiative transport be used to obtain accurate results

outside of this wavelength range. Even within the optical window, the diffusion

approximation breaks down in regions closer than approximately 1 mm from the

source. In these regions, the radiance is highly anisotropic because it includes

a significant contribution from photons which have not become randomized by

multiple scattering.

2.1.2 The P3 approximation

The approach described above for the diffusion approximation can be generalized

to any order of approximation. In the P3 approximation, the expansions given

in equations 2.4a through 2.4c are substituted into equation 2.1. The resulting

expression is then multiplied by each Ylm in turn, up to l = 3, and integrated

over all solid angles, yielding a set of 16 first-order linear differential equations.
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Because we seek a Green’s function solution for the case of an isotropic point

source in a homogeneous medium, a simpler approach is possible. Following the

derivation of Hull and Foster (2001), we can make use of the symmetry of the

problem to reduce it to the analogous one-dimensional case of an infinite plane

source embedded in a homogenous medium. This reduces the number of linear

differential equations to four. This set of equations can be solved directly, and the

resulting one-dimensional solutions can be transformed to the three-dimensional

spherical geometry using relations arising from general transport theory. The

expression for the radiance then takes the form of a truncated series of Legendre

polynomials in the angle between r and ŝ,

L(r, ŝ) =
3∑

l=0

2l + 1

4π
Ψl(r)Pl(r̂ · ŝ). (2.12)

The moments of the radiance are given by

Ψl(r) = −
[
B−hl(−ν−)Ql(−ν−r) + B+hl(−ν+)Ql(−ν+r)

]
, (2.13)

where

ν± =

(
β ±

√
β2 − Γ

18

) 1
2

, (2.14a)

β = 27µaµ
(1)
t + 28µaµ

(3)
t + 35µ

(2)
t µ

(3)
t , (2.14b)

Γ = 3780µaµ
(1)
t µ

(2)
t µ

(3)
t (2.14c)
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and µ
(l)
t = µa + µs(1 − gl). The components of the radiance corresponding to

terms involving ν+ and ν− are known as the transient and asymptotic components,

respectively. The functions hl in equation 2.13 are defined as

h0(ν) = 1 (2.15a)

h1(ν) = −µa

ν
(2.15b)

h2(ν) =

[
−1

2
+

3µaµ
(1)
t

2ν2

]
(2.15c)

h3(ν) =

[
−9µaµ

(1)
t

14µ
(3)
t ν

+
3ν

14µ
(3)
t

]
, (2.15d)

and the constants B+ and B− are given by

B± =
(ν±)5

[
3µaµ

(1)
t − (ν∓)2

]
12πµ2

aµ
(1)
t [(ν±)2 − (ν∓)2]

, (2.16)

corresponding to (−D′) and (−C ′), respectively, in the notation of Hull and Foster

(2001). Finally, the radial dependence of the Ψl is contained in the functions Q0

through Q3, which are defined by the recursion relation

Ql(x) = Ql−2(x)− 2l − 1

x
Ql−1(x). (2.17a)

The first two Ql are given by

Q0(x) =
ex

x
, (2.17b)

Q1(x) =

(
1− 1

x

)
ex

x
. (2.17c)
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Equations 2.15, 2.16 and 2.17 can be substituted into equation 2.13 with l = 0 to

obtain the expression for the fluence in the P3 approximation,

Ψ0(r) = B− e−ν−r

ν−r
+ B+ e−ν+r

ν+r
. (2.18)

Hull and Foster (2001) have also derived a hybrid diffusion theory-P3 model,

which uses the diffusion theory Green’s function with µeff replaced by ν− and the

diffusion constant D replaced with µa/(ν−)2. The resulting fluence expression is

Ψ0(r) =
1

4π(µa/(ν−)2)

e−ν−r

r
. (2.19)

As the albedo approaches unity, ν− approaches µeff and the hybrid and P3 fluence

expressions approach the diffusion theory expression.

An approximate similarity relation between the µ
(l)
t can be used to simplify

the P3 and diffusion-P3 hybrid expressions. As demonstrated by Hull and Foster

(2001), µ
(2)
t and µ

(3)
t can be approximated by (µa + µ′sγ) and (µa + µ′sδ), respec-

tively. For scattering following the Henyey-Greenstein scattering distribution, γ

and δ are approximately equal to 1.85 and 2.6, respectively, for a wide range of

physiologically relevant values of g (Hull and Foster, 2001). Taking these values

of γ and δ allows the P3 or P3-diffusion hybrid expression for diffuse reflectance

to be evaluated in terms of µa and µ′s without explicit knowledge of g.
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2.1.3 Boundary conditions

In many situations, the tissue can be treated as a semi-infinite slab separated from

the ambient nonscattering medium by a planar boundary. The boundary condition

in this case requires that no radiance enters the scattering medium from the

outside. When the refractive indices of the scattering medium and the surrounding

nonscattering medium are identical, this condition requires that L(r, ŝ) be zero

for all ŝ directed inward. When there is an index mismatch at the boundary, the

inward-directed radiance is related to the outward directed radiance by the Fresnel

reflection coefficient. In either case, the presence of the boundary constrains L

for all inward-directed ŝ, effectively imposing an infinite number of boundary

conditions. In the PN approximation, only (N + 1)/2 of these can be satisfied

exactly. Therefore, an approximate set of boundary conditions is required. In

the diffusion approximation, a standard method is to satisfy the extrapolated

boundary condition (EBC), which requires that the fluence vanish at a distance

zb = 2AD above the physical boundary, where D is the optical diffusion constant

and the parameter A depends on the difference in refractive index between the

tissue and the surrounding medium (Farrell et al., 1992; Kienle and Patterson,

1997). For a medium illuminated by an isotropic point source at depth z0, the

EBC can be satisfied by placing an image source of equal and opposite magnitude

at −(z0 + 2zb).

To rigorously satisfy the boundary conditions in the P3 approximation, a

higher order condition than the extrapolated boundary is required. However,

Hull and Foster (2001) have obtained accurate results by assigning the transient
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Z0 Z0

Zb
Zb asymp

Zb trans

a b

Z0+Zb

Z0+Zb asymp

Z0+Zb trans

Figure 2.1: Positions of the image sources that satisfy the extrapolated
boundary conditions in the (a) diffusion and (b) P3 approximations to radia-
tive transport for a single isotropic point source at depth z0
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and asymptotic components of the radiance separate image sources, with extrapo-

lation lengths of zbtran = 2Aµa/(ν+)2 and zbasymp = 2Aµa/(ν−)2, respectively. The

source/image configurations used in the diffusion and P3 approximations are illus-

trated in figures 2.1(a) and (b), respectively. It should be noted that other strate-

gies for the formulation of approximate boundary conditions have been proposed.

We have adopted the EBC method because of its combination of computational

simplicity and accuracy, which has been verified by Haskell et al. (1994) and by

Hull and Foster (2001) for the diffusion and P3 approximations, respectively.

2.1.4 Beam representation

In the case of tissue illuminated by a collimated beam or by an optical fiber, the

source can be approximated by a pencil beam normal to the surface at the origin.

The collimated radiance Lc due to a pencil beam of unit power is given by

Lc(r, ŝ) = e−µ′tzδ(x)δ(y)δ(ŝ, n̂), (2.20)

where n̂ is the unit vector normal to the surface pointing inward. The delta

functions ensure that the collimated irradiance is nonzero only in the direction of

propagation of the beam and only at the origin. The radiance of the collimated

beam is reduced by scattering and absorption as is passes into tissue. The de-

pendence on the reduced attenuation coefficient µ′t rather than the attenuation

coefficient µt is a consequence of the similarity relation discussed in section 2.1.1

and indicates that when scattering is anisotropic, a photon must be scattered

multiple times before it effectively leaves the collimated beam.
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In the absence of sources within the medium, the source term in equation 2.1

contains only the light scattered out of the collimated beam (Ishimaru, 1997).

Again making use of the similarity relation, the effective source term is given by

the radiance isotropically scattered from the collimated beam,

S(r, ŝ) = µ′sLc(r, ŝ′)f(ŝ · n̂)

=
1

4π
µ′se

−µ′tzf(ŝ · n̂)δ(x)δ(y)

≈ µ′se
−µ′tz

(
1
4π

+ 3
4π

g(ŝ · n̂′)
)
δ(x)δ(y), (2.21)

where we have used equation 2.5c to approximate the scattering phase function.

The source fluence S0 is found by substituting equation 2.21 into equation 2.5b.

Considering only the z-dependence, S0 is given by

S0(z) = µ′se
−µ′tz, (2.22)

which represents the distribution of isotropic point sources which best model an

incident pencil beam, in agreement with the work of Farrell et al. (1992). While

this model is rigorously correct, its usefulness is limited by the fact that a con-

volution of a Green’s function with an infinite source distribution is required to

evaluate it. For computational convenience, it is desirable to find an equivalent

model which uses a small number of sources. The finite distribution of isotropic

point sources which best matches the distribution given in equation 2.21 can be

found by equating the moments of the two distributions with respect to the z = 0

plane. A distribution of n point sources can be represented as a sum of delta
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functions,

Sfinite =
n∑

k=0

skδ(z − zk), (2.23)

where zk and sk are the position and magnitude of the kth point source, respec-

tively. The mth moment of this distribution is given by

∫ ∞

0

zm

n∑
k=1

skδ(z − zk) dz =
n∑

k=1

skz
m
k . (2.24)

The corresponding moment of the pencil beam distribution is

∫ ∞

0

zmµ′se
−µ′tz dz =

n! µ′s

µ
′(n+1)
t

=
n! a′

µ′nt
. (2.25)

Equating equations 2.24 and 2.25 for m = 0 leads to the constraint that the total

strength of all the isotropic sources must equal a′. If only one isotropic source is

used, the first moment requires it to be placed at z = 1/µ′t (Farrell et al., 1992). In

the P3 approximation, Hull and Foster (2001) have modelled the pencil beam with

two point sources of equal magnitude. The optimal placement of these sources is

at z1 = 0 and z2 = 2/µ′t. The resulting distribution of sources matches the dipole

and quadrupole moments of the pencil beam.

By removing the constraint requiring the sources to have equal magnitude, it

is possible to satisfy the octopole moment as well. The distribution satisfying this

condition consists of a source of magnitude
(
2−

√
2
)
a′/4 at z =

(
2 +

√
2
)
/µ′t

and a source of magnitude
(
2 +

√
2
)
a′/4 at z =

(
2−

√
2
)
/µ′t. The distributions

for the three cases described here are summarized in table 2.1.

Despite the fact that the model incorporating two sources of unequal magni-
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Pencil Beam 1 source 2 equal sources 2 unequal sources

Magnitude a′ a′/2
((

2±
√

2
)
/4
)
a′

Position 1/µ′t 0, (2/µ′t)
(
2∓

√
2
)
/µ′t

Moments: 0 a′ a′ a′ a′

1 a′/µ′t a′/µ′t a′/µ′t a′/µ′t

2 2a′/µ′2t a′/µ′2t 2a′/µ′2t 2a′/µ′2t

3 6a′/µ′3t a′/µ′3t 4a′/µ′3t 6a′/µ′3t

Table 2.1: Magnitude, position and moments of source distribu-
tions used to represent incident pencil beams. Each source model
is described in the text. Only the model incorporating two point
sources of unequal magnitude is capable of matching the dipole,
quadrupole and octopole moments of the pencil beam.

tude matches a higher moment of the collimated source, we have found that it

models the resulting fluence and flux distributions in the medium less accurately

than the model in which the two sources are equal in magnitude. Similarly, in the

diffusion approximation case, Farrell et al. (1992) found that a single point source

provided a more accurate representation of the beam that a distribution of sources

of the form given in equation 2.22. In that study, the failure of the continuous

distribution was attributed to the fact that this representation has a large fraction

of its weight near the surface. The diffusion approximation and, to a lesser degree,

the P3 approximation are inaccurate near boundaries. Although the equal-source

representation places one source on the boundary, this source contains only half

of the total source amplitude and is offset by the other source, which is located

deeper in the sample. In the case of unequal sources, the larger source, which com-
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prises 85% of the source amplitude, is located less than one mean free path from

the boundary. Both of the two-source models presented are only approximations

of the true source distribution. The choice of which to use should be determined

by which provides more accurate expressions for the reflectance recovered from

samples similar to those we expect to encounter experimentally. In the following

chapters, we have therefore adopted the equal 2-source beam representation.

2.1.5 Detector modelling

The discussion so far has focused on the modelling of light propagation in scat-

tering media. An equally important consideration from the experimental point

of view is the collection of light by detectors. For any given detector, we can

define a function S̃(r, ŝ) equal to the response of the detector per unit radiance

at point r in direction ŝ (Williams, 1991). The value of the response function can

be specified in the dimensions of a given detector’s readout (i.e. mV, counts per

second, etc.), however we will adopt the convention of defining the response as

the intensity of light captured by the detector. The signal Rdet registered by the

detector is given by the integration over all space and solid angle of the product

of the radiance and the detector’s response function,

Rdet(r) =

∫
4π

∫
V

L(r, ŝ)S̃(r, ŝ) dΩ d3r. (2.26)

A typical example in tissue optics is the collection of light by an optical fiber

on the sample surface. The fiber can be modelled as a detector which collects

radiance at a single point on the surface within a range of angles given by its
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numerical aperture. The detector function takes the form

S̃(r, ŝ) =


TFresnel(ŝ · n̂)(ŝ · n̂)δ(r − rf )δ(z) (ŝ · n̂) > cos(θNA)

0 otherwise,

(2.27)

where TFresnel(ŝ · n̂) is the Fresnel transmission coefficient for unpolarized light, n̂

is the outward normal to the tissue surface, and rf and θNA are the radial position

and acceptance angle of the fiber, respectively. The delta functions ensure that

only radiance at the fiber’s position contributes to its response. The detected

signal in this case is given by

Rdet(r) =

∫
Ωdetector

TFresnel(ŝ · n̂)L(r, ŝ)(ŝ · n̂) dΩ, (2.28)

where Ωdetector is the solid angle defined by the detector’s numerical aperture. This

expression agrees with that obtained by Kienle and Patterson (1997).

In the diffusion approximation, the expansion of the radiance given in equation

2.5a can be substituted into equation 2.28, giving

Rdet(r) = CΦΦ(r) + Cjjz(r), (2.29)

where jz is the z component of the flux, and the constants CΦ and Cj depend

on the index mismatch at the surface and the detector’s numerical aperture and

are determined by numerical integration. In the P3 approximation, an analogous

approach is taken. The reflectance due to an isotropic point source at depth z0
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can be shown to take the form

Rdet(r) =
3∑

l=0

2l + 1

4π
Ψl(r)Sl(r). (2.30)

The functions S0 through S3 are found by substituting the P3 radiance expansion

(equation 2.12) into equation 2.28 and setting the resulting expression equal to

equation 2.30, and are given by

S0 = k1 (2.31)

S1 = k2

(
z0

(ρ2 + z2
0)

1/2

)
(2.32)

S2 = k3

(
3z2

0

2 (ρ2 + z2
0)

1/2

)
+ k4

(
3ρ2

2 (ρ2 + z2
0)

1/2

)
− k1

2
(2.33)

S3 = k5

(
5z3

0

2 (ρ2 + z2
0)

3/2

)
+ k6

(
15z0ρ

2

2 (ρ2 + z2
0)

3/2

)
− (2.34)

k2

(
3z0

2 (ρ2 + z2
0)

1/2

)
, (2.35)

where ρ is the projection along the surface of the distance from the detector

to the point source, and constants k1 through k6 are determined by numerical

integration (Hull and Foster, 2001). The total reflectance is found by summing

the contributions of all of the real and image sources used to represent the light

source.

Previous experiments in our laboratory have used the radial dependence of

Rdet to determine the optical properties of tissue from radially resolved measure-

ments of diffuse reflectance. The spectral analysis of experimental data described
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in chapter 4, on the other hand, uses the diffuse reflectance measured at a sin-

gle source-detector separation and reasonable assumptions about the wavelength

dependence of the absorption and scattering coefficients to extract quantitative

information about the concentrations of absorbers and scatterers within the tur-

bid medium. The ability of the diffusion, P3 and diffusion-P3 hybrid reflectance

expressions to model the reflectance resulting from illumination by an optical fiber

on the surface of the medium is illustrated in figure 2.2. Source-detector sepa-

rations of 1.53 mm (2.2(a)) and 0.73 mm (2.2(b)) were investigated. The open

symbols in each plot indicate the results of a Monte Carlo simulation in which

the source and detector were both modelled as small fibers with 0.22 numerical

aperture. A single Monte Carlo simulation was performed with µ′s equal 1.0 mm-1

and µa equal to 0.005 mm-1. The distribution of pathlengths travelled by photons

collected by the detector was scored. The detected signal at higher values of µa

was then computed based on this distribution, according to the method of Kienle

and Patterson (1996), as detailed in section 2.3.2.

At both source-detector separations, the diffusion approximation overestimates

the reflectance over the full range of albedos. This is expected because the diffu-

sion theory is valid only for source-detector separations larger than one transport

mean free path and only for high transport albedo. The hybrid solution accurately

models the reflectance at high albedo but begins to deviate as the sample becomes

more absorbing. Surprisingly, the P3 approximation models the reflectance less

accurately than the hybrid expression at this short source-detector separation. In

the fitting described in chapter 4, the transport albedo is expected to be greater

than approximately 0.6 except at wavelengths corresponding to the strongest ab-
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Figure 2.2: Comparison of the diffusion (· · · ), P3 (- - -) and diffusion-P3

hybrid (—) reflectance expressions with the results obtained from Monte
Carlo simulation (◦) for source-detector separations of (a) 1.53 mm and (b)
0.73 mm for a range of transport albedos.
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sorption bands of hemoglobin. Over this range of albedo, the hybrid expression

provides more accurate results than either the diffusion or P3 approximations. We

will therefore use the diffusion-P3 hybrid expression in the analysis described in

chapter 4.
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2.2 Adjoint radiative transport theory

An alternative approach to the modelling of the light collected by a detector is

the solution of the adjoint Boltzmann equation (Williams, 1991). Under this

formalism, the quantity of interest is the importance L̃(r, ŝ), which describes the

probability that a photon moving in direction ŝ at position r will contribute to

the signal in a given detector. L̃(r, ŝ) obeys the adjoint Boltzmann equation,

−∇ · L̃(r, ŝ)ŝ = −µtL̃(r, ŝ) + µs

∫
4π

L̃(r, ŝ)f(ŝ, ŝ′) dΩ′ + S̃(r, ŝ). (2.36)

This equation is the time-reversal of the forward Boltzmann equation; solutions

to this equation represent the propagation of radiance backward from a detector

to its point of origin. The Green’s functions of the adjoint equation are identical

to those of the forward equation with the exception that the sign of ŝ is reversed.

The Green’s functions in the diffusion and P3 approximations to adjoint radiative

transport can therefore be obtained from those in the corresponding forward ra-

diative transport approximations by reversing the direction of ŝ. We will refer to

the resulting expressions as the adjoint diffusion and adjoint P3 approximations.

It should be noted that equation 2.36 and the results which follow from it are

strictly valid only when the scattering phase function f(ŝ, ŝ′) is invariant under

time reversal (Case and Zweifel, 1967). In the following discussion, we will assume

that this condition is satisfied, as it is by any phase function which can be written

in terms of (ŝ · ŝ′), including the Henyey-Greenstein function.

The usefulness of adjoint formalism arises from the optical reciprocity theo-

rem (Case and Zweifel, 1967), which states that the radiance at position r1 and
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direction ŝ1 produced by a point source at r2 emitting in direction ŝ2 is identical

to the radiance produced at position r2 and direction −ŝ2 produced by a point

source at r1 emitting in direction −ŝ1. In terms of Green’s functions, this can be

expressed,

G(r1, ŝ1 → r2, ŝ2) = G(r2,−ŝ2 → r1,−ŝ1), (2.37)

where G(r1, ŝ1 → r2, ŝ2) is the Green’s function solution to the Boltzmann trans-

port equation. The radiance L can be expanded in terms of the source distribution

and Green’s functions as

L(r, ŝ) =

∫
4π

∫
V ′

S(r′, ŝ′)G(r′, ŝ′ → r, ŝ) dΩ′ d3r′. (2.38)

With this expansion, the detected signal (equation 2.26) takes the form

Rdet =

∫
4π

∫
V

∫
4π

∫
V ′

S(r′, ŝ′)G(r′, ŝ′ → r, ŝ)S̃(r2, ŝ2) dΩ′ d3r′ dΩ d3r. (2.39)

With the use of equation 2.37, this expression can be rewritten as

Rdet =

∫
4π

∫
V

∫
4π

∫
V ′

S(r′, ŝ′)G(r,−ŝ → r′,−ŝ′)S̃(r, ŝ) dΩ′ d3r′ dΩ d3r, (2.40)

where G(r,−ŝ → r′,−ŝ′) is the Green’s function of the adjoint Boltzmann equa-

tion. The convolution of the adjoint Green’s function with the detector function
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S̃ is equal to the importance. Equation 2.40 therefore simplifies to

Rdet =

∫
4π

∫
V

S(r, ŝ)L̃(r, ŝ) dΩ d3r, (2.41)

which demonstrates that the detected signal can be represented by the integral of

the product of the importance and the source distribution.

In the case where both the source and the detector are optical fibers, the

adjoint radiative transport solutions in the diffusion and P3 approximations are

identical to the corresponding forward solutions. No advantage is conferred by

an adjoint solution in this case. The adjoint solution does offer an advantage

over its forward counterpart in cases where the source distribution is complicated

and L is expensive to calculate. For example, this formalism has been applied

to Monte Carlo simulations of neutron transport where the quantity of interest is

the radiance captured by a small detector irradiated by a large extended source

(Maynard, 1961; Williams, 1991). In a forward simulation, statistically meaningful

results would require that many particles be traced from each point in the extended

source. Few of these particles ever reach the detector, with the result that a great

deal of computational time is spent tracing particles which do not contribute to

the detected signal. In contrast, the adjoint simulation tracks particles backward

in time from the detector to their points of origin. In the example presented

by Maynard (1961), the source occupies a significant portion of the volume of

interest, so a large fraction of the particles traced backward from the detector

do in fact originate at the source and therefore contribute to the detected signal.

The result is a much more efficient computation of the total signal than could



2.2. ADJOINT RADIATIVE TRANSPORT THEORY 52

be obtained using a forward model. Furthermore, unlike the forward model, the

adjoint calculation can be performed in the limit where the detector becomes

infinitely small and/or has an infinitely narrow acceptance angle.
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2.3 Forward-adjoint fluorescence model

In the case of fluorescence in turbid media, the source is a collection of fluoresc-

ing molecules distributed throughout the volume of interest. The corresponding

source function is given by the rate of generation of fluorescence at a given point

in that volume. This in turn is determined by the distribution of excitation light

in the medium and by the distribution and photophysical properties of the fluo-

rophores. Because absorption of excitation light by the fluorophore is isotropic,

it depends only on the fluence term of the excitation radiance. Similarly, because

emission is isotropic, the source function has no angular dependence, and can be

written as a function of r,

S0(r) = µaf (r)Φx(r)φf (λx/λm), (2.42)

where φf and µaf are the fluorescence quantum yield and excitation-wavelength

absorption coefficient of the fluorophore, respectively, Φx(r) is the fluence of ex-

citation light, and the wavelength ratio (λx/λm) accounts for the difference in

photon energy between the excitation and emission wavelengths. Here and in

the following equations, the subscripts x and m indicate functions of the optical

properties encountered at the excitation and emission wavelengths, respectively.

The dependence of the fluorescence intensity on emission wavelength is contained

in the variable φf , which may be wavelength dependent.
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Using the source term of equation 2.42, the adjoint integral becomes

Rdet = (λx/λm)

∫
V

∫
4π

µaf (r)Φx(r)φf L̃m(r, ŝ) dΩ d3r

= (λx/λm)

∫
V

µaf (r)Φx(r)φf

∫
4π

L̃m(r, ŝ) dΩ d3r

= (λx/λm)

∫
V

µaf (r)Φx(r)φf Φ̃m(r) d3r, (2.43)

where Φ̃(r) is the positional importance as defined by Crilly et al. (1997). The

positional importance is the adjoint analog of the fluence, and describes the prob-

ability that a photon emitted at r in any direction will be detected.

Under the assumption that the fluorophores are uniformly distributed and

have uniform quantum yield, equation 2.43 can be further simplified, giving

Rdet = (λx/λm)µafφf

∫
V

Φx(r)Φ̃m(r) d3r. (2.44)

Hence, the fluorescence signal captured from a turbid medium can be determined

entirely by the fluence at the excitation wavelength, the positional importance

at the emission wavelength and the properties of the fluorophores present in the

sample.

2.3.1 Solutions in infinite media

Consider the case of an isotropic point source of excitation light and an isotropic

point fluorescence detector in an infinite medium. Because both the source and

the detector possess spherical symmetry, Φx and Φ̃m depend only on the scalar

distance from the source and detector, respectively. In this case, equation 2.44
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Figure 2.3: Geometry of the forward-adjoint integral for an isotropic point
excitation source and an isotropic fluorescence detector embedded in an infi-
nite scattering medium.

can be expressed in spherical coordinates as

Rdet = (λx/λm)µafφf

∞∫
r=0

π∫
θ=0

2π∫
φ=0

Φx(rs)Φ̃m(rd)r2
s drs dθ dφ. (2.45)

The geometry of this integral is shown in figure 2.3. The fluence expressions in

the diffusion and P3 approximations can both be expressed as a sum of one or

more factors of the form

Φ = C
e−br

r
. (2.46)

Substituting expressions of this form into equation 2.44 yields an expression for

the detected signal that is a sum of integrals of the form

I = 2πCxCm

∞∫
r=0

π∫
θ=0

e−bmrde−bxrs

rsrd

r2
s drs sin θ dθ, (2.47)

where we have made use of the symmetry of the problem to replace the in-

tegral in φ with a factor of 2π. Using the law of cosines we can write rd as√
r2
sd + r2

s − 2rdrsd cos θ. The terms in equation 2.47 that involve θ and dθ can
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be expressed in terms of rd and drd, allowing the integral in θ to be recast as an

integral in rd. With this transformation, equation 2.47 can be solved analytically,

yielding

I =
−4πCxCm

rsd(b2
x − b2

m)

(
e−bmrsd − e−bxrsd

)
. (2.48)

In the diffusion approximation, the fluence and importance each consist of a single

term of the form given in equation 2.46, with C and b equal to (1/4πD) and µeff,

respectively. In this case, equation 2.45 reduces to

Rdet =
(λx/λm)φfµaf

4πDxDmrsd(µ2
eff(x) − µ2

eff(m))

(
e−µeff(m)rsd − e−µeff(x)rsd

)
. (2.49)

This expression agrees with that derived by Nichols (1996) for the fluorescence

fluence in infinite media resulting from a point source of excitation light. Nichols

derived his expression by convolving the excitation light distribution with the

Green’s function for forward propagation of the fluorescence. Because the emission

and detection of fluorescence are both isotropic, the optical reciprocity theorem

requires that this approach and our forward-adjoint derivation yield the same

solution. In the form presented above, equation 2.49 contains a singularity when

the values of µeff at the excitation and emission wavelengths are the same. In this

case, L’Hospital’s rule yields the limiting case expression,

lim
µeff(x)→µeff(m)

Rdet =
(λx/λm)φfµaf

8πDxDmµeff

(
e−µeffrsd

)
. (2.50)

As the difference in µeff at the excitation and emission wavelengths approaches

zero, equation 2.49 approaches equation 2.50 smoothly and continuously.
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In the P3 approximation, the expressions for the fluence and positional impor-

tance each contain one asymptotic and one transient term. C and b are replaced

by (−ν−/B−) and ν−, respectively, for the asymptotic terms and by (−ν+/B+)

and ν+ for the transient terms. Rdet then takes the form of the sum

Rdet = 4π(λx/λm)φfµaf

∑
i=(+,−)

∑
j=(+,−)

BiBj

νi
xν

j
m((νi

x)2 − (νj
m)2)rsd

(
e−νj

mrsd − e−νi
xrsd

)
,

(2.51)

which includes a total of four terms. The values of B± and ν± are given by

equations 2.16 and 2.14, respectively. A limiting expression of the form of equation

2.50 must be employed to resolve the singularity in any term in which νi
x and νj

m

are equal.

To the test the accuracy of the diffusion and P3 expressions for fluorescence in

an infinite medium, we have performed Monte Carlo simulations of fluorescence

propagation. The Monte Carlo routine is adapted from published sources (Prahl,

1999b; Wang and Jacques, 1994) and incorporates the implicit capture variance

reduction mechanism of Prahl et al. (1989). In this routine, excitation photon

packets are launched isotropically from the origin with an initial weight of 1.0

and propagated through the medium. At each scattering event, a portion of the

photon’s weight is deposited due to absorption, a fluorescence photon packet is

created, and the remaining excitation photon weight is scattered. The fluorescence

photon packets are propagated by the same method, and the weight they deposit

in the sample is recorded. The medium is divided into concentric spherical shells.

As the simulation progresses, the total weight of fluorescence photons absorbed

within each shell is recorded, as is its standard error. The simulation continues
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until the relative uncertainty reaches a preset level. Because the absorption is

isotropic, the absorbed power at a given point in the medium is proportional to

the fluence at that point and hence to the signal that would be measured by an

isotropic detector.

In figure 2.4, the fluorescence signal as a function of source-detector separation

determined by Monte Carlo simulation is compared with that predicted by equa-

tions 2.49 and 2.51. In both panels, the medium µs and g were set at 10 mm-1

and 0.9, respectively, at both the excitation and emission wavelengths. In panel

(a), µa at both wavelengths was 0.01 mm-1. Under these conditions, both the

diffusion and P3 approximations accurately model the fluorescence remote from

the excitation source. At distances less than 1 mm from the source, the diffusion

approximation begins to break down. The P3 expression is accurate as close as

0.3 mm from the source. Figure 2.4(b) illustrates the corresponding plots for a

medium with µa of 1 mm-1 at both wavelengths. In this case, the diffusion the-

ory expression overestimates the fluorescence intensity by a factor of 2 even far

from the source. The P3 expression, however, accurately models the fluorescence

distribution at all but the closest source-detector separations.

2.3.2 Solutions in semi-infinite media

Like diffuse reflectance measurements, fluorescence measurements are often made

using optical fibers to interrogate samples that can be considered semi-infinite. In

this case, the expressions for the excitation fluence and the positional importance

at the detection wavelength must include the effects of boundaries. The imposition

of a boundary breaks the spherical symmetry of the integral in equation 2.77.
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Figure 2.4: Comparison of the forward-adjoint fluorescence expressions in the
diffusion and P3 approximations with the results of Monte Carlo simulation.
In each case µs = 10 mm-1 and g = 0.9. µa was set to 0.01 (a) or 1 mm-1 (b).
The P3 expression offer a significant improvement over the diffusion theory
in low-albedo media and near the excitation source.
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The integral can be expressed in cylindrical coordinates, however in this case, the

dependence on rd and the integral over θ cannot be collapsed into a single integral.

Numerical integration is therefore required to evaluate the detected signal in the

semi-infinite geometry.

A further difficulty arises from the fact that the representation of beams as

point sources is only approximate. Modelling of a beam as a sum of point sources

provides accurate expressions for the reflectance only at points sufficiently distant

from the source. In a study comparing radiative transport-derived reflectance

expressions with Monte Carlo simulations, Wang and Jacques (2000) found that

the greatest source of error in the diffusion approximation expression arose from

the representation of the beam. This difficulty is compounded in the case of

forward-adjoint integral, which requires integration over a volume that includes

regions immediately adjacent to the source. In the case of a normally incident

pencil beam, the fluence immediately beneath the beam is not well modelled by

a finite number of point sources.

An alternative strategy is the use of scaled Monte Carlo simulation. The

scaling of a single Monte Carlo simulation of light propagation in tissue for the

fitting of diffuse reflectance measurements was investigated by Kienle and Patter-

son (1996), whose model we have adapted to the forward-adjoint case and whose

method is presented here. Although this method was originally developed to

model the diffuse reflectance collected at the sample surface, it is equally applica-

ble to the determination of the fluence at any position within a turbid medium.

The first step in the scaled Monte Carlo method is to use a Monte Carlo

simulation to generate a reference fluence distribution, which will serve as the
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basis for computing the fluence in media with arbitrary optical properties. This

reference simulation propagates photons through the medium and records the

fluence as a function of position and photon pathlength. The results of this

simulation can be used to calculate the fluence in a medium with arbitrary µs by

a linear scaling of the dimensions of the fluence distribution. Let ΦMC(ρ, z, l) be

the fluence distribution obtained from a Monte Carlo simulation performed with

scattering coefficient µsMC
, expressed as function of position (ρ, z) and pathlength

l. Then the fluence Φ for arbitrary µs is given by

Φ(ρ, z, l) = c3ΦMC (cρ, cz, cl) , (2.52)

where the scale factor c is equal to (µs/µsMC
), and reflects the fact that Φ and

ΦMC are identical when ρ, z, and l are expressed in units of the scattering mean

free path. The factor of c3 results from the fact that fluence has dimensions of

energy per unit area per unit time. The scaling of the area gives a factor of c2, and

the scaling of time gives another factor of c. The results of equation 2.52 assume

that all the dimensions of the problem are scaled, including the values of µa and

µ′s. The values of dimensionless constants such as the albedo and the scattering

anisotropy are therefore unchanged by the scaling.

The scaled Monte Carlo method is not limited to media with the same albedo as

the reference simulation. The fluence in media with arbitrary µa can be calculated

by the application of Beer’s Law. In the case of transmission through a non-

scattering medium of thickness t, Beer’s law states that the fluence transmitted
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through the sample is given by

Φ = Φ0 e−µat, (2.53)

where Φ0 is the incident fluence. In scattering media, there are an infinite number

of possible paths photons may take from the source to any given point in the

tissue. In this case, Beer’s Law takes the form

Φ(ρ, z) =

∞∫
l=0

Φ0(ρ, z, l)e−µal dl, (2.54)

where Φ0(ρ, z, l) is the fluence per unit pathlength due to photons that would

reach the point (ρ, z) after traversing a total distance l within the sample in the

absence of absorption. The reference Monte Carlo simulation, scaled as described

above, can provide Φ0(ρ, z, l). The fluence distribution at arbitrary µa and µ′s can

then be calculated by

Φ(ρ, z) =

∞∫
l=0

c3ΦMC(cρ, cz, cl)e−(µa−cµaMC
)l dl, (2.55)

where c is the scaling constant equal to (µs/µsMC
), and µaMC

is the absorption

coefficient used in the reference simulation. The positional importance takes an

identical form and can be derived from the same Monte Carlo simulation.

The fluorescence signal in the forward-adjoint model is given by the volume

integral of the product of the fluence and the positional importance. In terms of
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pathlength integrals, equation 2.44 takes the form

Rdet = (λx/λm)µafφf

∫
V

∞∫
lx

∞∫
lm

Φx(ρ, z, lx)Φ̃m(ρ, z, lm) dlm dlx d3r. (2.56)

Substituting the scaled Monte Carlo expressions for Φx(ρ, z, lx) and Φ̃m(ρ, z, lm)

gives

Rdet = (λx/λm)µafφf

∞∫
lx

∞∫
lm

∫
V

c3
xc

3
m

ΦMC(cxρ, cxz, cxlx)e−(µax−cxµaMC
)lx

ΦMC(cmρ, cmz, cmlm)e−(µam−cmµaMC
)lm d3r dlx dlm, (2.57)

where cx and cm are the scaling factors at the excitation and emission wavelengths,

respectively. This expression is computationally intensive in that it involves the

evaluation of a 5-dimensional integral. In order to simplify the process of calcu-

lating Rdet, we define the function Rdet MC(lx, lm) equal to the fluorescence signal

contribution from photons that travel a distance lm prior to detection and that

are excited by photons that travel a distance lx prior to generating fluorescence

under the conditions of the reference Monte Carlo simulation. Rdet MC(lx, lm) is

given by

Rdet MC(lx, lm) = (λx/λm)µafφf

∫
V

c3
xc

3
m

ΦMC(cxρ, cxz, cxlx)ΦMC(cmρ, cmz, cmlm) d3r. (2.58)
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Figure 2.5: Division of sample volume into annular bins for the scaled Monte
Carlo forward-adjoint calculations. Each bin consists of the intersection of an
annulus centered on the source position and another centered on the detector
position. In the figure, alternating bins are shaded for clarity.

This integral can be cast in terms of the depth z and the cylindrical distances from

the source and detector, ρs and ρd, respectively. This has the effect of dividing the

volume into bins consisting of the intersections of annuli centered at the source

and detector, as illustrated in figure 2.5. The resulting expression is

Rdet MC(lx, lm) = (λx/λm)µafφf

∞∫
ρs=0

∞∫
ρd=0

∞∫
z=0

c3
xc

3
mΦMC(cxρ, cxz, cxlx)

ΦMC(cmρ, cmz, cmlm)a(ρs, dρs, ρd, dρd) dz, (2.59)
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where a(ρs, dρs, ρd, dρd) is the area of intersection of annuli of radii ρs and ρd

and thicknesses dρs and dρd centered on the source and detector, respectively.

The function a accounts for the dependence of the fluorescence signal on the

source-detector separation. In practice, the reference Monte Carlo simulation

is computationally expensive and the fluence can be recorded for only a finite

number of values of ρ, z and l. The integral in equation 2.59 must therefore be

approximated by a summation. Instead of scaling the arguments of ΦMC , which

would require either interpolation or multiple Monte Carlo simulations, we scale

the variables of integration. Implementing this scaling and replacing the integral

with a summation gives the approximation

Rdet MC((1/cx)lx, (1/cm)lm) ≈

(λx/λm)µafφf

∑
i

∑
j

∑
k

c3
xc

3
mΦMC(ρi, zk, lx)ΦMC(ρj, (cm/cx)zk, lm)

a((1/cx)ρi, (1/cx)∆ρi, (1/cm)ρj, (1/cx)∆ρj)∆zk, (2.60)

where zk and ∆zk are the depth and thickness of the kth depth bin, respectively,

and the ρ and ∆ρ variables are the radii and thicknesses of the corresponding

radial bins. Interpolation is required to obtain ΦMC(ρj, (cm/cx)zk, lm), however

the interpolation is in only the z dimension, making it relatively computationally

efficient.

Equation 2.60 can be used to build up a library of Rdet MC matrices for a

range of scattering coefficients and source-detector separations. The fluorescence

signal at a given source-detector separation in the case of arbitrary absorption
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coefficients is then approximated by the sum

Rdet ≈
∑

i

∑
j

Rdet MC((1/cx)lxi, (1/cm)lmj)

exp [(1/cx)lxi(µax − (cx)µaMC
)]

exp [(1/cm)lmi(µam − (cm)µaMC
)]∆lxi∆lmi. (2.61)

The fluorescence signal in media with arbitrary µs and µa at both the excitation

and emission wavelengths can be found using equation 2.61. Signal from media

whose µs is not included in the library of Rdet MC matrices can be found by lin-

ear interpolation. As noted previously, the scaling of the fluence and positional

importance distributions has no effect on dimensionless quantities. This includes

the scattering anisotropy and the numerical apertures of the source used in the

reference Monte Carlo simulation. Additional simulations are required to evaluate

the effects of changing these parameters. In the applications described in chapter

5, we have matched the numerical aperture in the reference simulation to that of

our source and detector fibers, 0.22. We have also assumed a constant scattering

anisotropy of 0.9. While it is likely that many tissues and tissue-simulating phan-

toms may exhibit anisotropies that deviate from this value, it is also likely that

similarity relations will ensure that the anisotropy has little effect on the fluence

distribution except through its effect on µ′s. Because constant g is assumed, the

scaling described above with respect to µs can be expressed equivalently in terms

of µ′s.

The choices of optical properties and tissue dimensions to use for the refer-
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ence Monte Carlo simulation are determined by the conditions under which the

fluorescence signal must be calculated. In the case of tissue and tissue-simulating

phantoms, µ′s is generally expected to be approximately 0.5 to 5 mm-1. We have

therefore chosen to perform the reference simulation with µsMC
of 10.0 mm-1 and

g of 0.9, for a µ′s of 1.0 mm-1. For the cases in which we wish to calculate flu-

orescence signal, we do not expect the value of µa to be less than 0.001 mm-1.

We can therefore set µaMC
to 0.001 mm-1 without losing important information at

long pathlengths. In general, it is advantageous to use as high a value of µaMC
as

possible to increase the speed of the reference Monte Carlo simulation. Finally,

the volume of tissue included in the simulation must be determined. Near the

source and at short path length, the distribution of fluence changes rapidly. It is

therefore desirable to sample the fluence at the shortest practical intervals. Be-

cause the signal at low µa may include contributions from volumes far from the

source or detector and from photons with large pathlengths, it is advantageous to

extend the matrix which records the fluence to include the largest practical volume

and pathlength. The difficulty in satisfying both of these conditions is that the

resulting matrices can become impractically large. To address this problem, we

have modified our Monte Carlo routine to use bins whose size increases linearly

with increasing ρ, z and l. Hence, the regions where the fluence changes most

rapidly are sampled frequently, and a large volume of the ρ, z, l space is included.

The only effect on the derivation outlined above is that ∆z, ∆ρ and ∆l are not

constant.
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2.4 Absorber packaging effects

In the derivation of diffuse reflectance and fluorescence expressions presented in

this chapter, we have assumed that a medium’s absorption coefficient is directly

proportional to the concentration of absorber in the medium. Specifically,

µa = Nσa, (2.62)

where N is the number density of absorber molecules and σa is the absorption

cross section of each absorber molecule. The linearity of equation 2.62 is essen-

tial to the practice of absorption spectrophotometry and to the ability of diffuse

reflectance and fluorescence expressions outlined above to relate the concentra-

tion of absorbers to measured signals. Equation 2.62 assumes that the absorber

molecules are homogeneously distributed throughout the sample. This assump-

tion is valid in the case of solutions and for suspensions in which the size of the

absorbing particles is sufficiently small.

Tissues and tissue simulating phantoms containing erythrocytes, however, rep-

resent a special case; they consist of a bulk sample that is free of absorber mixed

with a small volume of particles in which the absorber is concentrated. The ef-

fective µa of such a suspension is lower than that found by substituting the mean

number density of hemoglobin molecules into equation 2.62. This ‘pigment pack-

aging’ effect was first investigated by Duysens (1956) in the context of assessing the

absorption coefficient of chlorophyll in photosynthetic cells. That study provided

a detailed quantitative model of the effect of pigment packaging on the measured

absorption spectrum, which we have adopted in the following discussion.
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We first consider a nonscattering suspension of depth l illuminated by a beam

of area A. In the simplest case, the suspension consists of a single particle of area

ap and volume vp. We define the particle transmission Tp as the fraction of light

incident on the particle that is transmitted through it. The total transmission

through the sample T1 consists of a fraction of the beam (A− ap)/A that misses

the particle and a fraction ap/A that strikes it. The expression for T1 is given by

T1 = (A− ap)/A + (ap/A) Tp = 1− (ap/A)(1− Tp). (2.63)

Equation 2.63 can be generalized to a suspension with an arbitrary number of

particles. If the suspension is composed of N identical particles per unit volume,

then the total number of particles in the volume interrogated by the beam is NAl.

The transmission through the entire sample is the product of the transmissions

through NAl single-particle suspensions,

T = (T1)
NAl. (2.64)

Equation 2.64 is essentially a statement of Beer’s law, which is valid for suspensions

as long as the fractional volume occupied by absorbing particles is small (Duysens,

1956). The effective absorption coefficient of the suspension µa(sus) is found by

solving the equation

I = I0e
−µa(sus)l = I0T, (2.65)
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yielding

µa(sus) = −NA ln [1− (ap/A)(1− Tp)] ≈ Nap(1− Tp), (2.66)

where the approximation is valid when (ap/A) � 1. In practice, this requirement

is satisfied for suspensions in which the volume fraction occupied by absorbing

particles is much less than one. In tissues and tissue simulating phantoms, ery-

throcytes occupy approximately 1.6% of the total volume. As expected, µs(sus)

depends linearly on the number density of absorbing particles and is independent

of the geometry of the beam.

By comparison, the absorption coefficient of a solution containing the same

number of absorber molecules µa(sol) is given by

µa(sol) = µa
VParticles

VTotal

= µa
NAlvp

Al
= µaNvp, (2.67)

where µa is the absorption coefficient within each particle, and VParticles/VTotal is

the volume fraction occupied by absorbing particles. Combining equations 2.66

and 2.67, we obtain the expression for the distortion of the spectrum due to

pigment packaging,

Q =
µa(sus)

µa(sol)
= (1− Tp)

ap

vp µa

. (2.68)

It is evident from equation 2.68 that the distortion due to pigment packaging is

highly dependent on the absorption coefficient within the particles and on the par-

ticle size. On the other hand, Q is independent of particle concentration. Hence,

if the particle size and absorption coefficient inside the particles is known, a single
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Figure 2.6: Geometry of a single spherical absorbing particle. The probability
of transmission of a photon incident on the particle (arrow) is determined by
the pathlength it travels through the particle, which is in turn determined
by the distance ρ between its point of incidence and the central axis of the
sphere.

distorted spectrum can be constructed. The effective µa of any suspension can

then be found by multiplying the distorted spectrum by the particle concentration,

which will be proportional to the bulk average absorber concentration.

To determine the distorted spectrum, some prior knowledge of the size and

shape of the absorbing particles is required. For simplicity, we consider spherical

particles of radius r. In this case, (ap/vp) is equal to (3/4r). The transmission

through a particle depends on the length of the photon path through it, which

in turn depends on the position on the face of the particle where the photon is

incident, as illustrated in figure 2.6. The mean transmission can be found by
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integrating the transmission over the cross section of the absorber, giving

Tp =
1

ap

r∫
0

2πρe−2µa

√
r2−ρ2

dρ =
2

(2µar)2

[
1− (2µar + 1) e−2µar

]
, (2.69)

where (2µar) is the optical depth of the particle as defined by Duysens (1956).

Equations 2.68 and 2.69 allow calculation of the flattening of the absorption spec-

trum of hemoglobin in erythrocytes relative to its spectrum in clear solution. To

calculate the magnitude of this effect, we make the following assumptions. Ery-

throcytes can be approximated by spheres of radius 5 µm occupying 1.6% of the

total sample volume. In figure 2.7(a), the value of Q resulting from this geometry

is plotted as a function of the µa of the absorbing particles. In tissue, the volume-

averaged hemoglobin concentration is approximately 50 µM. Because erythrocytes

comprise only 1.6% of the tissue volume, each must contain a hemoglobin con-

centration of approximately 3.1 mM. The value of Q as a function of wavelength

resulting from this hemoglobin concentration is shown in figure 2.7(b).

In figure 2.8, the absorption spectra of 50 µM hemoglobin in clear solution is

compared with the flattened spectrum resulting from the same volume-averaged

concentration being confined to 10 µm-diameter spherical particles, as given by

equations 2.68 and 2.69. Both plots are based on hemoglobin spectra taken from

several sources (Prahl, 1999a; Van Assendelft, 1970; Wray et al., 1988; Zijlstra

et al., 1991), as described in section 4.2.2.1. At wavelengths greater than 650 nm,

the absorption cross section of hemoglobin is relatively small, and the packaging

of hemoglobin in the erythrocytes distorts the absorption spectrum by less than
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Figure 2.7: Value of Q resulting from the packaging of an absorber into a
1.6% suspension of 10 µm diameter spherical particles, plotted as a function
of (a) the µa of the absorbing particles and (b) wavelength for the specific case
of deoxy (- - -) and oxy (—) hemoglobin. A mean hemoglobin concentration
in the medium of 50 µM was assumed. As defined in equation 2.68, Q is the
ratio of the µa of the suspension to that of a solution with the same mean
absorber concentration.

1%. The distortion in the visible absorption peaks is as great as 15% and can

exceed 65% in the Soret absorption band.

The preceding derivation did not take into account the effects of the scattering

of light within the sample. The experiments described in the remainder of this

work are confined to samples in which scattering plays a significant role in the

transport of light. It is apparent from equation 2.68, however, that the distortion

of the absorption spectrum due to pigment packaging is independent of the beam

geometry and of the length of the path taken through the tissue. The same

distortion derived above for the case of clear solutions will therefore apply to

scattering solutions.
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Figure 2.8: Comparison of the spectra of hemoglobin in solution and sus-
pension for (a) oxy- and (b) deoxyhemoglobin. In each case, the millimolar
absorption coefficient of 50 µM hemoglobin in clear solution (—) is compared
with that of a suspension where hemoglobin at the same mean concentration
is sequestered into spherical particles of diameter 10 µm (- - -).

In chapters 4 and 5, we make use of algorithms that are informed by the

known absorption spectra of oxy- and deoxyhemoglobin to extract information

about optical properties from measurements of diffuse reflectance and fluorescence

collected from tissue and tissue-simulating phantoms. It is essential to include the

effects of pigment packing when specifying the absorption basis spectra used by the

fitting routine. In those chapters, it is shown that ignoring this effect can lead to

significant underestimation of the reflectance and a corresponding overestimation

of the extent to which fluorescence emission spectra are distorted by hemoglobin

absorption, especially at short wavelengths.
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2.5 Spectral analysis and fitting techniques

Problems involving fitting a theoretically derived model to an observed set of data

can be characterized as either linear or nonlinear. The defining characteristic

of the linear problem is a model which approximates the measured data as a

linear superposition of known basis functions. The fitting of fluorescence spectra

in chapter 3, polynomial fitting and linear regression are all examples of linear

fitting problems. In addition, some problems which appear nonlinear, such as the

extraction of the Hill parameters of hemoglobin from saturation measurements

demonstrated in chapter 4, can be converted to a linear form, allowing linear

fitting techniques to be applied. In the case where the model cannot be recast

in linear form, iterative fitting techniques are required. The linear and nonlinear

fitting routines used in the remainder of this thesis are outlined in the following

sections.

2.5.1 Singular value decomposition fitting

The linear least squares fitting problem consists of modelling a measured data

vector y as a linear combination of the columns of a basis matrix X,

y ≈ Xa, (2.70)

where the elements of the vector a are the amplitudes of the basis vectors to be

determined by the fit. In order to incorporate the measurement uncertainty into
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the fit, it is useful to define a design matrix A and a vector b according to

A =

[
1

σ

]
X (2.71a)

and

b =

[
1

σ

]
y, (2.71b)

where
[

1
σ

]
is a diagonal matrix whose elements are the uncertainties measured at

each data point. The incorporation of
[

1
σ

]
ensures that data points with large

uncertainty constrain the fit less than those with small uncertainty. The best fit

is that which minimizes χ2, defined by

χ2 = ‖Aa− b‖2. (2.72)

The classical least squares (CLS) solution is obtained by setting the derivative

of equation 2.72 with respect to a equal to zero and solving the resulting set of

equations to find the minimum of χ2. This solution works adequately in selected

circumstances, however in cases where A is nearly singular, the CLS solution

will often give a solution in which combinations of basis spectra are given large

amplitudes of opposite sign, with the result that they contribute very little to the

minimization of χ2.

2.5.1.1 SVD Fitting Algorithm

Singular value decomposition fitting is a linear fitting algorithm which is superior

to classical least squares algorithms in cases where the basis vectors being fit are
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non-orthogonal. The algorithm described here is based on that of Press et al.

(1992), whose notation we have adopted. The singular value decomposition of the

matrix A is defined by the equation

A = UwVT, (2.73)

where U is an orthogonal matrix, VT is the transpose of the orthogonal matrix V

and the matrix w is a diagonal matrix whose elements are known as the singular

values of the decomposition. In the linear fitting problem, the amplitudes of the

basis vectors are given by

a = VmUTb, (2.74)

where m is the diagonal matrix whose elements are the inverses of the corre-

sponding elements of w. The variances in the amplitude are equal to the diagonal

elements of the matrix va, given by

va = VmmVT. (2.75)

The uncertainty in each amplitude is found by taking the square root of the

corresponding variance found in equation 2.75. These equations give the same

results as the CLS solution and are equally subject to the difficulties introduced

by a singular or nearly singular fitting matrix. This problem can be avoided by

replacing the matrix m with a modified singular value matrix m∗ whose elements
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are given by

m∗
i =


1/wi, wi > wmaxγtol

0, wi < wmaxγtol

, (2.76)

where wmax is the largest element of w, and γtol is a predetermined cutoff tol-

erance. The application of equation 2.76 removes basis vectors from the fit if

their corresponding singular values are too small, i.e if they do not contribute

sufficiently to the reduction of χ2. The effect of varying γtol is illustrated by a

plot of ‖a‖ versus χ2, known as an L-curve (Hansen, 1994). The L-curve for a

typical fitting problem is illustrated in figure 2.9. The specific data used to pro-

duce figure 2.9 came from an in vivo fluorescence emission spectrum being fit as

a sum of the spectra of known fluorophores as described in chapter 3, however

the characteristics of the L-curve are not unique to this problem. When the am-

plitude constraint is very loose (γtol very small), the result is the CLS solution

(Press et al., 1992). Conversely, an overly stringent amplitude constraint (large

γtol) forces the amplitudes of all the basis vectors to zero, at the obvious expense

of χ2. The ideal choice of γtol is that which results in a fit as close as possible

to the lower left corner of the L-curve. In practice, the choice of the cutoff is

relatively forgiving, and fits resulting from inappropriate constraints are obvious.

In the cases where many basis vectors are involved in the fit, it may be desir-

able to specify a priori those basis vectors which are the expected to be the most

important to the fit and to make them less likely to be truncated by the SVD

algorithm. This is accomplished by multiplying each basis vector by a predeter-

mined weight. Those vectors given large weight require only small amplitudes
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Figure 2.9: The L-curve of a typical SVD fitting problem. As more basis
vectors are truncated, ‖a‖ decreases, while a good fit is maintained. If basis
vectors necessary to the fit are truncated, ‖a‖ is further decreased, but at
the expense of χ2. The curve shown is that derived from a typical in vivo
fluorescence spectrum, as described in chapter 3.

to contribute significantly to the fit, so they are unlikely to cause ‖a‖ to become

large enough to trigger truncation. Conversely, vectors with small weight will con-

tribute significantly to the fit only if the elements of a to which they correspond

are very large, making them more likely to be truncated. It should be noted that

the influence of the weighting is limited to cases where the SVD amplitude con-
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straint is sufficiently strict to cause truncation of the less important basis vectors.

In the CLS case, the weights have no effect.

2.5.1.2 Fourier Series

In the spectral analysis described in chapter 3, the basis vectors are the spectra

of known fluorophores that are expected to contribute to the in vivo fluorescence

emission. A 61-term Fourier synthesis is also included in the analysis in order to

account for the possible presence of other spectral contributions and to account

for changes in autofluorescence that occur during the experiment. The weighting

of a Fourier series always implies some prior knowledge. In this case, the emission

spectrum is expected to be well approximated by a sum of Lorentzian peaks.

The N-term Fourier series which provides the best fit to any spectrum is given

by the spectrum’s N-term Fourier expansion, which is a finite approximation to

the spectrum’s Fourier transform. The Fourier transform of a Lorentzian is a

decreasing exponential, so it is reasonable to make the weights of the Fourier

components decrease exponentially with increasing wavenumber. An additional

benefit of this scheme, especially when it is used for determining the spectra of

unknown fluorophores, is that the low relative weighting of the higher frequency

terms has the effect of filtering out high-frequency noise from the measured data.

Ideally, the relative weighting of the basis vectors should reflect their expected

contributions to the measured data. In the analysis reported in chapter 3, the

basis spectra are given a weight of 100. The most heavily weighted term in the

Fourier synthesis is the constant term, with an initial weight of 2. These values

provide reliable fits to all the data presented, but their exact values are not critical.
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In fact, while it is important to give the Fourier terms a small weighting relative to

those of the basis vectors, the SVD fits are remarkably insensitive to the relative

weighting assigned among the various basis spectra themselves. To summarize,

the basis spectra and the Fourier series are fit to the fluorescence data, fTotal,

using the following equation,

fTotal(λ) =
N∑

i=1

Ai(100)fi(λ) + (2.0)B0+

30∑
k=1

(2.0e−k/20)×
[
Bk sin

(
πk(λ− λi)

λf − λi

)
+ Ck cos

(
πk(λ− λi)

λf − λi

)]
(2.77)

where Ai and fi(λ) are the amplitude and basis spectrum of the ith of N total flu-

orophores, respectively. The numbers in the small parentheses denote the weights

used in the SVD fitting, as described above. The value of 20 in the exponentially

decaying weights was determined empirically. The spectral amplitudes Ai, Bk and

Ck are returned by the SVD algorithm.

2.5.2 Nonlinear fitting algorithms and uncertainty propa-

gation

In cases where the model being fit to the data is nonlinear, an iterative algorithm

must be utilized. In this case, we define an N -dimensional data vector y and

a vector x whose elements are the values of the independent variable at which

each measurement was made. The theoretical model we wish to fit to the data is

represented by the function f(x; a). The elements of the M -dimensional vector

a are the parameters to be determined by the fitting algorithm. For example,
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in the case of spectral analysis described in chapter 4, the elements of y are the

values of the reflectance measured at wavelengths x, and the elements of a are the

concentrations of absorbers and the parameters of the scattering spectrum used

to model the reflectance.

The goal of the fitting algorithm is the minimization of χ2, defined by

χ2 =
N∑

i=1

(
yi − f(xi; a)

σi

)2

, (2.78)

where σi is the uncertainty in the measured data at point xi. The strategy for

accomplishing this minimization is conceptually straightforward. First, the al-

gorithm is supplied with a vector a0 which represents a starting point in the

M -dimensional space of possible solutions. The algorithm then takes a series of

steps in M -space designed to lead it to a minimum in χ2. The direction and length

of the first step is determined by the local value of χ2 and its gradient. After each

step, the value of χ2 and its gradient are recalculated, and the length and direction

of the next step are determined. In cases where the χ2 surface is quadratic in a,

a single iteration yields the best fit. In cases where the relation between χ2 and a

is only approximately quadratic, multiple iterations are necessary. The process is

repeated until a predetermined set of convergence conditions is met. Because the

algorithm calculates each step based only on the local value of χ2 and its gradient,

it is possible that it may find a local minimum. In order to increase the chances

that a true global minimum is found, any fit whose χ2 is greater than a preset

threshold χ2
t is repeated with a different initial value of a.

The specific fitting algorithm used in the following chapters is a subspace
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trust region minimization method implemented in the Optimization Toolbox of

Matlab. The details of the fitting algorithm itself are beyond the scope of this

work, and have been described in detail by others (More, 1977, Matlab Software

Manual). The algorithm as provided does not take into account the uncertainty

in the measured data, and minimizes the function

N∑
i=1

(yi − f(xi; a))2 . (2.79)

In order to force the algorithm to calculate χ2 according to equation 2.78, the

values of yi and f(xi; a) passed to the algorithm are replaced with yi/σi and

f(xi; a)/σi, respectively.

With this modification, the fitting program returns the best fit value of a and

the Jacobian matrix Jσ, defined by

Jσ =



1
σ1

∂f(x1)
∂a1

1
σ1

∂f(x1)
∂a2

· · · 1
σ1

∂f(x1)
∂aM

1
σ2

∂f(x2)
∂a1

1
σ2

∂f(x2)
∂a2

· · · 1
σ2

∂f(x2)
∂aM

...
...

. . .
...

1
σN

∂f(xN )
∂a1

1
σN

∂f(xN )
∂a2

· · · 1
σN

∂f(xN )
∂aM


. (2.80)

The matrix J can be used to determine the uncertainties in the fitted parameters.

Following the notation of Press et al. (1992), we define the matrix α as

α = JσJ
T
σ , (2.81)

where JT
σ is the matrix transpose of Jσ. It can be demonstrated that α is the
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matrix inverse of C, the covariance matrix of the fit. The standard error in the

fitted parameter aj is given by

σ2(aj) = Cjj. (2.82)

Two notes of caution on this definition of uncertainty are in order. First, this

definition is based on propagation of errors and therefore takes into account only

the effect of variations in the data on the final value of a. It does not indicate

the goodness of fit which produces that value of a. For example, a very poor

fit resulting from the fitting algorithm finding a local minimum of χ2 can return

small uncertainty in a, despite the fact that the returned value of a is far from

the global minimum of χ2.

Second, the method outlined above makes use of the fact that the χ2 surface

is approximately linear within a small region. The uncertainties in the fitted

parameters are extrapolated linearly based on the local gradient of the χ2 surface.

The validity of the uncertainty estimates is therefore limited to the region where

the surface is approximately linear. While it is computationally expensive to

determine the limits of this linearity, in the cases described here, it is sufficient to

note that very large values of σ2(aj) should be interpreted as indicators of a poor

fit rather than quantitative measures of uncertainty.
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2.6 Modelling of bleaching via multiple simulta-

neous mechanisms

Previous work in our laboratory has established a model of photodynamic dam-

age and sensitizer photobleaching based on the diffusion and consumption of oxy-

gen during irradiation of sensitized multicell tumor spheroids (Georgakoudi and

Foster, 1998; Georgakoudi et al., 1997). In this model, oxygen is consumed by

cellular metabolism and by photochemical reactions and is resupplied by diffu-

sion from the surrounding medium. Irreversible photobleaching reduces the sen-

sitizer concentration and hence the rate of photochemical oxygen consumption.

The oxygen distribution in the spheroid is therefore sensitive to the mechanism

of photobleaching. The oxygen concentration in a spheroid during PDT can be

monitored by an oxygen-sensitive electrode, providing an indirect measure of pho-

tobleaching. The coupling of numerical integration of the relevant time-dependent

diffusion-with-reaction equations with an iterative fitting algorithm has allowed

the interpretation of electrode measurements in terms of fundamental photophys-

ical parameters. In the case of bleaching mediated by reactions between singlet

oxygen and the sensitizer, the ratio of the reaction rate constant for irreversible

photobleaching to that for the deposition of photodynamic damage can be de-

termined, allowing a direct mapping between the bleaching of the sensitizer and

the deposited photodynamic dose (Georgakoudi et al., 1997). Georgakoudi and

Foster (1998) have demonstrated that the diffusion-with-consumption model can

identify cases where the bleaching is mediated by reactions not directly involving

oxygen, such as those between the sensitizer triplet state and cellular targets.
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These prior studies have been interpreted using models where the bleaching

was assumed to proceed via one predominant mechanism or another but not via

multiple mechanisms simultaneously. In the following sections, we develop a si-

multaneous singlet oxygen- and triplet-mediated bleaching (SSTB) model that

extends the singlet oxygen-mediated bleaching model developed by Georgakoudi

et al. (1997) to include bleaching by reactions between the triplet state sensitizer

and cellular substrates. We show that the timecourse of irreversible photobleach-

ing predicted by the SSTB model is dependent on the initial concentration of the

sensitizer. When the initial sensitizer concentration is high, the photobleaching

proceeds primarily through reactions involving singlet oxygen. As the initial sen-

sitizer concentration is decreased, sensitizer triplet reactions play an increasingly

important role.

In chapter 3 this observation is invoked to reconcile apparently conflicting ex-

perimental evidence concerning the photobleaching of the sensitizer Photofrin.

Based on electrode measurements of oxygen in spheroids, Georgakoudi et al.

(1997) concluded that Photofrin bleaches predominantly via singlet oxygen re-

actions. However, the irradiance dependent photobleaching that is the hallmark

of singlet oxygen-mediated bleaching is not observed in the in vivo fluorescence

photobleaching described in chapter 3. The initial sensitizer concentrations in

the two cases differ significantly; both sets of experimental results are therefore

consistent with predictions of the SSTB model.
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Figure 2.10: Jablonksi diagram of photosensitized singlet oxygen formation
involving a type II photosensitizer. The rate constants for monomolecular
transitions (—) and bimolecular energy transfer (- - -) are indicated. Irre-
versible reactions of the sensitizer with 1O2 or with cellular substrates are
omitted for clarity.

2.6.1 Basic kinetic equations

The energy level diagram shown in figure 2.10 illustrates the interactions between

the sensitizer and oxygen that lead to tissue sensitization. The population of the

sensitizer ground state (S0) is reduced reversibly by optical excitation and replen-

ished by decay from the excited singlet (S1) and triplet (T1) states. Radiative

decay from S1 to S0 can be detected as fluorescence emission. Nonradiative decay

and intersystem crossing to T1 also reduce the population of the S1 state. The

excited triplet state gains population through intersystem crossing from S1 and

loses it by collisional energy transfer to ground state oxygen and by decay to S0,

which for most sensitizers is predominantly nonradiative.
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In addition, molecules in the S1 or T1 state may react with cellular targets

(A), leading to irreversible photobleaching. Ground state sensitizer molecules

may be irreversibly bleached by reactions with 1O2 molecules, which may produce

detectable fluorescent photoproducts (P ). We will ignore the possibility that 1O2

can react with S1 or T1. This is justified by the fact that the irradiances employed

in PDT are low enough that the vast majority of the sensitizer population, and

hence of the sensitizer-1O2 reactions, occurs in the S0 state. The reactions that

lead to destruction of the sensitizer can be summarized by the rate equations

S0 + 1O2
kos−→ P + SO (2.83a)

S1 + A
ksa−→ P + SA (2.83b)

T1 + A
kta−→ P + SA, (2.83c)

where SO and SA represent the products of irreversible reactions of the sensitizer

with 1O2 and with cellular targets, respectively. The rates of population change of

the sensitizer’s energy levels can be represented by the set of differential equations

d[S0]

dt
= −Ia + kf [S1] + kp[T1] + kot[T1][

3O2]− kos[S0][
1O2], (2.84a)

d[S1]

dt
= Ia − kf [S1]− kisc[S1]− ksa[A][S1] (2.84b)

d[T1]

dt
= kisc[S1]− kp[T1]− kot[T1][

3O2]− kta[A][T1], (2.84c)

which explicitly account for all of the reactions listed in equations 2.83 and de-



2.6. THE MULTIPLE-MECHANISM BLEACHING MODEL 89

picted in figure 2.10. For most sensitizers, molecules in the S1 state make the

transition to T1 or decay back to S0 very quickly; typical S1 lifetimes are on the

order of 10 ns. Because each molecule spends only a small fraction of its time

in the S1 state, reactions between S1 molecules and substrates are unlikely. The

ksa[A][S1] term in equation 2.84b can therefore be neglected.

Singlet oxygen is created by collisions between ground state oxygen (3O2) and

sensitizer triplets. Once 1O2 is formed, it can decay back to the ground state or

react with sensitizer molecules or other acceptors. The reactions that irreversibly

consume oxygen are

1O2 + S0
kos−→ P + SO (2.85a)

1O2 + A
koa−→ AO, (2.85b)

where AO represents the products of oxidative reactions between 1O2 and cellular

substrates. The damage to cells by 1O2 occurs as a result of the reactions described

by equation 2.85b. The oxygen kinetics are given by

d[3O2]

dt
= −S∆kot[T1][

3O2] + kd[1O2] (2.86a)

d[1O2]

dt
= S∆kot[T1][

3O2]− kd[1O2]− koa[A][1O2]− kos[S0][
1O2]. (2.86b)

The definitions of all the variables in equations 2.84 and 2.86 are listed in table

2.2. Because the excitation, intersystem crossing and decay events are very rapid

compared to bulk changes in either sensitizer or oxygen concentration, [S1], [T1],

and [1O2] rapidly come to equilibrium with the concentrations of their respec-
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Symbol Definition Units

Ia Rate of photon absorption s-1

φt Sensitizer triplet yield
S∆ Fraction of T1-

3O2 reactions
which produce 1O2

SP Fraction of S0-
1O2 reactions

which produce photoproduct
σS0 Absorption cross section of S0 cm2

Φi Irradiance of incident light mW cm-2

[S0] Sensitizer ground state M
[S1] Sensitizer singlet excited state M
[T1] Sensitizer triplet excited state M
[P ] Fluorescent photoproducts M

[3O2] Triplet oxygen M
[1O2] Singlet oxygen M

[A] Cellular targets M
kf S1 → S0 s-1

kp T1 → S0 s-1

kisc S1 → T1 (Intersystem crossing) s-1

kd
1O2 → 3O2 s-1

kot Reaction of 3O2 with T1 M-1s-1

kos Reaction of 1O2 with S0 M-1s-1

koa Reaction of 1O2 with A M-1s-1

ksa Reaction of S1 with A M-1s-1

kta Reaction of T1 with A M-1s-1

Table 2.2: Definitions and units of variables used in the kinetic
analysis of simultaneous triplet- and 1O2-mediated bleaching.
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tive ground states. To find the instantaneous equilibrium concentrations of these

species, we set their time derivatives to zero. First, equations 2.84b and 2.84c are

set equal to zero to give

Ia = kf [S1] + kisc[S1] (2.87a)

kisc[S1] = kp[T1] + kot[T1][
3O2] + kta[A][T1], (2.87b)

respectively. Combining these equations and substituting into equation 2.84a gives

d[S0]

dt
= −kta[A][T1]− kos[S0][

1O2], (2.88)

consistent with the interpretation that only reactions between 1O2 and S0 or

between T1 and cellular substrates result in irreversible loss of sensitizer concen-

tration.

The oxygen equations (2.86) can also be solved for their instantaneous equi-

librium solutions to find the instantaneous concentration of 1O2. The first step is

to set equation 2.86b equal to zero and solve for [1O2], which gives

[1O2] =
S∆kot[T1][

3O2]

kd + koa[A] + kos[S0]
. (2.89)

Because kos[S0] is generally much less than koa[A], it can be dropped from the

denominator of equation 2.89. Solving equation 2.87a for [S1] and equation 2.87b
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for [T1] then gives

[S1] =
Ia

kf + kisc

(2.90a)

[T1] =
kisc[S1]

kp + kot[3O2] + kta[A]
. (2.90b)

Combining equations 2.89 and 2.90 and noting that the triplet yield φt =

kisc/(kisc + kf ), we obtain

[1O2] = S∆φtIa

(
kot[

3O2]

kot[3O2] + kp + kta[A]

)(
1

kd + koa[A]

)
, (2.91)

which differs from the corresponding expression for 1O2 mediated bleaching (Geor-

gakoudi and Foster, 1998, Eq. 9) only by the addition of the triplet-mediated

bleaching term kta[A]. It is important to consider that the rate of photon absorp-

tion, Ia, that appears in these expressions depends on the sensitizer concentration.

Specifically, Ia can be expressed as

Ia = [S0]
σS0Φi

hν
, (2.92)

where Φi and hν are the fluence rate and energy per photon of the irradiation

light, respectively, and σS0 is sensitizer’s ground state absorption cross section.

Finally, combining equations 2.88, 2.90b and 2.91, we obtain the instantaneous

rate of photobleaching due to simultaneous 1O2- and T1-mediated bleaching in
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terms of the concentrations of the ground state sensitizer and oxygen,

d[S0]

dt
= −kta[A][T1]− kos[S0][

1O2]

= −


(

σS0
Φi

hν

)
[S0]φt

kp + kot[3O2] + kta[A]

[kta[A] +
kos[S0]S∆kot[

3O2]

kd + koa[A]

]
.(2.93)

2.6.2 Solutions under conditions of constant oxygen con-

centration

A complete solution of equation 2.93 must account for the fact that [3O2] will be

modified by treatment. This solution requires the use of numerical integration

methods and the incorporation of oxygen diffusion into the model. However, the

implications of the SSTB model can be illustrated by a simplified analysis in which

the local oxygen concentration is held constant. With the substitutions

C1 =

(
σS0

Φi

hν

)
φtkta[A]

kp + kot[3O2] + kta[A]
(2.94a)

and

C2 =
kosS∆kot[

3O2]

kta[A](kd + koa[A])
, (2.94b)

the equilibrium concentrations of 1O2 (equation 2.91) and of T1 (equation 2.90b)

can be written

[1O2] =
C1C2

kos

[S0] (2.95)
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and

[T1] =
C1

kat[A]
[S0], (2.96)

respectively, reducing equation 2.93 to a Bernoulli equation,

d[S0]

dt
= −C1[S0]− C1C2[S0]

2. (2.97)

The first term on the RHS of equation 2.97, which describes triplet-mediated

bleaching, is linear in [S0] because triplet bleaching depends only on the population

of T1, which is proportional to that of S0. The rate of 1O2-mediated bleaching,

on the other hand, is second order in [S0] because both the production of 1O2

molecules and the number of sensitizer molecules available for reaction with them

are proportional to [S0]. Note that equation 2.97 is valid only when C1 and C2

are constants, i.e. under conditions of constant oxygen concentration.

Equation 2.97 can be reduced to a linear differential equation by the change of

variables to ν = 1/[S0] and solved by standard techniques (Nagel and Saff, 1993).

The resulting expression for the time-dependent sensitizer concentration is

[S0](t) =

[(
1

[S0]0
+ C2

)
eC1t − C2

]−1

, (2.98)

where [S0]0 is the initial concentration of the sensitizer. In the limit where the

bleaching is entirely triplet sensitizer-mediated (i.e., kos = 0), the bleaching ex-

pression takes the form of a simple exponential in time,

[S0](t) = [S0]0e
−C1t. (2.99)
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In this limit, abundant oxygen inhibits bleaching by quenching the T1 state, re-

ducing its lifetime. This is reflected in equation 2.99 via C1, which decreases with

increasing [3O2], yielding the correct oxygen dependence. In the special case where

(kp + kot[
3O2]) � kta[T ], equation 2.99 reduces to the corresponding expression

found by Patterson (1998), who considered only the T1-mediated mechanism in his

derivation. In the opposite limit of purely 1O2-mediated bleaching (i.e., kta = 0),

the corresponding expression is

[S0](t) =

[
1

[S0]0
+ C1C2t

]−1

. (2.100)

As noted by Georgakoudi et al. (1997), 1O2-mediated bleaching does not follow a

simple exponential, even when the effects of oxygen consumption are ignored.

The reactions which cause irreversible photobleaching may lead to the for-

mation of fluorescent photoproducts. Under the assumption that photoproducts

are formed only as a result of reactions between S0 and 1O2, the photoproduct

concentration [P ] as a function of time is given by

[P ](t) =

∫ t

0

SP kos[
1O2](t′)[S0](t′) dt′ = C1C2SP

∫ t

0

[S0]
2
(t′) dt′, (2.101)

where SP is the fraction of 1O2-S0 reactions which produce photoproduct. It is

possible that photodynamic damage is caused by reactions involving either 1O2 or

T1 and cellular targets. However, because each sensitizer molecule can participate

in at most one T1−A reaction but may provide energy for the formation of many

1O2 molecules, we will not include triplet sensitizer reactions in our definition of



2.6. THE MULTIPLE-MECHANISM BLEACHING MODEL 96

dose. The cumulative photodynamic dose is therefore given by the time integral

of the rate of 1O2 reactions,

∫ t

0

koa[A][1O2](t′) dt′ =
koa[A]

kos

C1C2

∫ t

0

[S0]t′ dt′. (2.102)

Many of the variables needed to calculate C1 and C2 have not been measured

individually, although ratios among them often are available in the literature. In

terms of these measurable ratios, C1 and C2 can be expressed as

C1 =
(σS0φt/hν) (kta[A]/kot) Φi

(kp/kot) + [3O2] + (kta[A]/kot)
(2.103a)

and

C2 =
(kos/koa[A]) (βPDT /[S0]) [3O2]

(kta[A]/kot) (σS0φt/hν)
, (2.103b)

respectively, where βPDT is the ratio of oxygen consumption rate to irradiance

(Georgakoudi et al., 1997), given by

βPDT =
S∆φtIa(t=0)

Φi

(
koa[A]

kd + koa[A]

)
. (2.104)

Measured values of the terms in parentheses in equations 2.103a and 2.103b for

the sensitizer Photofrin are listed in table 2.3 and have been adopted in the follow-

ing discussion. The calculation of the quantity (βPDT /[S0]) requires knowledge of

the sensitizer concentration in the spheroids in which βPDT was measured. Based

on the previous work of Nichols and Foster (1994), the concentration of sensi-

tizer in those spheroids can be estimated at 102 µg ml-1. Because Photofrin is a
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Variable Value Source(
kos

koa[A]

)
76 M-1 Georgakoudi et al. (1997)(

kp

kot

)
1.19×10−5 M Georgakoudi et al. (1997)(

kta[A]
kot

)
6×10−9 M

β∗PDT 1.87×10−3 M cm2 J-1 Georgakoudi et al. (1997)

[S0]
∗
0 1.70×10−4 M Nichols and Foster (1994)(

βPDT

[S0]

)
11 cm2 J-1

σS0 1.8×10−17 cm2 Measured in clear solution

φt 0.63 Foster et al. (1991)

(σS0φt/hν) 29 cm2 J-1

SP 1

Table 2.3: Numerical values assigned to variables describing pho-
tobleaching kinetics. The values used for the generation of figures
2.11, 2.12 and 2.13 are listed with the rationale for their adoption
or published sources from which they were taken. Sp is set to 1 for
convenience, and (kta[A]/kot) was chosen to illustrate the effects
of triplet-mediated bleaching at various values of [S0]0. Param-
eters taken from Georgakoudi et al. (1997) were measured with
the sensitizer Photofrin. The values indicated by asterisks (∗) are
dependent on the initial Photofrin concentration in the spheroids
in which they were measured, however they are used only to cal-
culate their ratio, which is concentration-independent.



2.6. THE MULTIPLE-MECHANISM BLEACHING MODEL 98

mixture of porphyrins rather than a pure compound, it does not have a defined

molecular weight, however its average weight per mole of porphyrin rings has been

estimated at 600 g (Moan and Berg, 1991). The molar concentration of Photofrin

corresponding to 102 µg ml-1 is therefore 170 µM.

The only value listed in table 2.3 that has not been obtained experimentally is

(kta[A]/kot). In chapter 3, it is shown that a comparison between in vivo fluores-

cence photobleaching measurements and previous oxygen electrode measurements

in spheroids (Georgakoudi et al., 1997) can be used to constrain the (kta[A]/kot) of

Photofrin, and a rationale is presented for estimating its value at approximately

6×10−9 M. For purposes of the current discussion, we will adopt this value. The

general qualitative results presented below are not sensitive to the particular choice

of (kta[A]/kot); a different value of (kta[A]/kot) can be offset by a change in initial

sensitizer concentration.

The SSTB model predicts remarkably different bleaching behavior for systems

with different initial sensitizer concentrations. When [S0]0 is large, the bleaching

is dominated by 1O2 reactions and exhibits the oxygen dependence expected of

1O2 mediated bleaching. At intermediate [S0]0, the oxygen dependence of the

photobleaching disappears, and at low [S0]0 it reverses, indicating an increasing

contribution from T1 reactions. The details of the photobleaching, photoproduct

formation and dose deposition in each of these three regimes are illustrated in the

following sections.

First, we will consider an initial sensitizer concentration of 170 µM, a case

where the SSTB model predicts that bleaching is dominated by 1O2 reactions. To

demonstrate the effects of varying oxygen concentration, we compare the bleach-
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ing behavior when [3O2] is equal to 67 µM, typical of well-oxygenated tissue (Boag,

1969) with the case of [3O2] equal to 5 µM. The resulting photobleaching, photo-

product accumulation and dose deposition curves are plotted as functions of irra-

diation fluence in figure 2.11. The concentrations of the sensitizer (2.11(a)) and

its photoproduct (2.11(b)) are expressed as fractions of [S0]0. The concentration

of reacted 1O2 deposited in the medium is plotted in panel (c). In each panel, the

curves for the high (- - -) and low (—) oxygen concentration cases are plotted on

the same scale. In this case, the initial sensitizer concentration is sufficiently high

that bleaching is initially dominated by 1O2-mediated processes. As expected,

the bleaching proceeds more rapidly in the well-oxygenated medium than in the

poorly-oxygenated medium and leads to a more rapid accumulation of photoprod-

uct. If the sensitizer were not able to bleach via a triplet-mediated mechanism,

each reaction between the sensitizer and 1O2 would generate an average of SP

molecules of photoproduct, so the accumulation of photoproduct would be di-

rectly proportional to the fraction of the initial sensitizer that had bleached. The

fraction of sensitizer bleached would also be directly related to the total amount of

1O2 deposited in tissue (Georgakoudi et al., 1997), allowing either photobleaching

or photoproduct accumulation to serve as a surrogate reporter of photodynamic

dose. In contrast, when a triplet-mediated mechanism is available, a lowering of

the oxygen concentration causes more of the sensitizer molecules to bleach with-

out forming photoproducts, which in turn leads to a lower total production of

photoproduct. In addition, the dose deposited for a given amount of bleaching

becomes dependent on the local oxygen concentration, as shown in figure 2.11(c).

In both the low- and high-oxygen cases, the deposition of dose continues even after
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Figure 2.11: Concentrations of (a) ground state sensitizer and (b) photo-
product predicted by kinetic equations for mixed-mechanism bleaching in
the case of constant oxygen and (c) the corresponding cumulative dose of
reacted 1O2 for media at high (- - -) and low (—) oxygen concentration. The
initial sensitizer concentration was set at 170 µM
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the accumulation of photoproduct appears to have levelled off. This is a result

of the fact that photoproduct accumulation, like 1O2-mediated photobleaching,

has a second-order dependence on [S0], while the deposition of dose is linearly

proportional to [S0] for a given oxygen concentration and irradiance.

Corresponding plots for a five-fold lower initial sensitizer concentration of

34 µM are shown in figure 2.12. Here the bleaching initially exhibits an oxygen

dependence similar to that observed in the higher concentration case. As irradia-

tion proceeds, however, the triplet-mediated bleaching mechanism becomes more

important, and the oxygen dependence reverses. In this case, careful measurement

would be required to discern any oxygen dependence in the bleaching curve over

the range of fluences shown, despite the fact that the total deposited doses in the

high and low oxygen cases differ significantly.

When [S0]0 is lowered further to 17 µM, the bleaching is more rapid at lower

oxygen concentration from the onset of irradiation. At lower oxygen concentration,

triplet sensitizer molecules are less likely to be quenched by oxygen, so they have

more opportunity to react with cellular substrates. The result is that triplet-

mediated bleaching is more efficient at low oxygen concentration, as shown in

figure 2.13(a). Despite the fact that it is primarily the triplet mechanism which

determines the oxygen dependence of bleaching in this case, it is not accurate to

say that the photobleaching is dominated by triplet interactions. In fact, at high

oxygen concentration approximately 60% of the bleaching is accomplished via 1O2

reactions, as indicated by the photoproduct accumulation shown in figure 2.13(b).

The dose deposition in the low oxygen case shown here provides justification

for our previous assumption that tissue damage caused by T1 − A reactions was
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Figure 2.12: Concentrations of (a) ground state sensitizer and (b) photoprod-
uct predicted by kinetic equations for mixed-mechanism bleaching in the case
of constant oxygen and (c) the corresponding cumulative dose of 1O2 for me-
dia at high (- - -) and low (—) oxygen concentration. The initial sensitizer
concentration was set at 34 µM
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Figure 2.13: Concentrations of (a) ground state sensitizer and (b) photoprod-
uct predicted by kinetic equations for mixed-mechanism bleaching in the case
of constant oxygen and (c) the corresponding cumulative dose of 1O2 for me-
dia at high (- - -) and low (—) oxygen concentration. The initial sensitizer
concentration was set at 17 µM
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negligible. Even if all of the bleaching were caused by these reactions, the total

reacted triplet dose could not exceed 17 µM. Under conditions of reduced [3O2],

the deposited 1O2 dose is on the order of 4 mM, indicating that the relative

contribution of triplet reactions to photodynamic dose will be significant only

at extremely low oxygen concentrations. A sensitizer with a higher (kta[A]/kot)

would deposit less 1O2, but its reacted triplet dose could still not exceed [S0]0.

2.6.3 Effect of limited 1O2 diffusion length

In the analysis presented above, it has been assumed that the rate of reaction

between 1O2 and the ground state sensitizer is proportional to the product of [1O2]

and [S1]. This derivation implicitly assumes that the 1O2 and sensitizer molecules

are randomly distributed. In fact, it has been shown by Moan and Berg (1991)

that 1O2 molecules created in sensitized cells diffuse only 10 to 20 nm before

reacting, so a 1O2 molecule is exposed to a very small volume of tissue which

necessarily includes the sensitizer molecule which created it. The probability

that the 1O2 molecule will react with its parent sensitizer molecule is therefore

greater than that predicted by an analysis based on homogeneous reaction kinetics.

To compensate for this effect, we can replace occurrences of kos[
1O2][S0] in the

kinetic equations with the quantity (kos[
1O2][S0] + 1

vNA
), where v is the volume

accessible to a 1O2 molecule and NA is Avogadro’s number. When [S0] is large,

this additional term has little effect. In the small [S0] limit the predicted number

of sensitizer molecules within the volume sampled by 1O2 approaches 1, consistent

with the observation that this volume always contains at least the parent sensitizer

molecule. This substitution has the effect of adding a component to the 1O2-
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mediated bleaching that is linear in [S0], reducing the dominance of the triplet-

mediated bleaching mechanism at low sensitizer concentration. For reasonable

values of v, this effect can be offset by an increase in (kta[A]/kot), and the three

regimes of oxygen dependence illustrated by figures 2.11, 2.12 and 2.13 are still

observed, although the difference in bleaching rate between the high and low

oxygen cases diminishes with decreasing v (data not shown).

2.6.4 Implications of multiple-mechanism bleaching for

PDT dosimetry

As shown in figures 2.11, 2.12 and 2.13, the relationship between the sensitizer pho-

tobleaching and dose deposition when multiple bleaching mechanisms are present

is highly dependent on the initial concentration of the sensitizer. At high [S0]0,

the photobleaching of the sensitizer can serve as a reporter of deposited dose.

However, as the concentration is lowered the accuracy of bleaching-based dosime-

try degrades. At the lowest sensitizer concentration investigated here, monitoring

of photobleaching would lead one to conclude that a greater photodynamic dose

had been deposited in the low-oxygen case than in the well-oxygenated case when

in fact the opposite is true. This observation motivates careful attention to the

bleaching mechanism of sensitizers for which photobleaching is considered as a

means of real-time dosimetry. If, as we have assumed, the deposition of dose

and the formation of photoproducts are both mediated solely by 1O2, the accu-

mulation of photoproduct may serve as a more accurate measure of dose than

the bleaching of the sensitizer in cases where multiple bleaching mechanisms are
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present. A potential complication is the fact that the photoproduct itself may

undergo photobleaching, an effect that this analysis has neglected but which has

been observed in vivo (Chapter 3 of this thesis; Robinson et al., 1998).

It should be acknowledged that the model described here is a significant sim-

plification of the true in vivo situation, in which the consumption and transport

of oxygen may play important roles and significant gradients in oxygen concentra-

tion may develop during PDT. However, the cases considered here represent two

limiting cases of the in vivo bleaching dynamics. If the irradiance is sufficiently

low, PDT may be performed with little perturbation of the local oxygen concen-

tration, corresponding to the well-oxygenated cases shown above. Conversely, if

the irradiance is high enough, volumes of tissue not immediately adjacent to vas-

culature may be rendered hypoxic almost immediately and not recover during the

duration of PDT, a situation analogous to the low-oxygen cases shown here. Any

situation encountered during PDT in vivo is likely to fall between these extremes,

so we expect the trends observed in the current simplified model to be reproduced

at least qualitatively in real systems.



REFERENCES 107

References

Boag, J. W. (1969), Oxygen diffusion and oxygen depletion problems in radio-
biology. In Current Topics in Radiation Research, Ebert, M. and Howard, A.,
editors, volume 5, pages 141–195. North-Holland, Amsterdam/London.

Case, K. M. and Zweifel, P. F. (1967). Linear Transport Theory. Addison-Wesley,
Reading, MA.

Crilly, R. J., Cheong, W.-F., Wilson, B. C., and Spears, J. R. (1997). Forward-
adjoint fluorescence model: Monte carlo integration and experimental valida-
tion. Appl. Opt. 36:6513–6519.

Duysens, L. N. M. (1956). The flattening of the absorption spectrum of sus-
pensions, as compared with that of solutions. Biochim. Biophys. Acta. 19:
1–12.

Farrell, T. J., Patterson, M. S., and Wilson, B. (1992). A diffusion theory model
of spatially resolved, steady-state diffuse reflectance for the noninvasive deter-
mination of tissue optical properties in vivo. Med. Phys. 19:879–888.

Fishkin, J. B., Fantini, S., vande Ven, M. J., and Gratton, E. (1996). Gigahertz
photon density waves in a turbid medium: Theory and experiments. Phys. Rev.
E. 53:2307–2319.

Foster, T. H., Murant, R. S., Bryant, R. G., Knox, R. S., Gibson, S. L., and Hilf,
R. (1991). Oxygen consumption and diffusion effects in photodynamic therapy.
Rad. Res. 126:296–303.

Georgakoudi, I. and Foster, T. H. (1998). Singlet oxygen- versus nonsinglet
oxygen-mediated mechanisms of sensitizer photobleaching and their effects on
photodynamic dosimetry. Photochem. Photobiol. 67:612–625.

Georgakoudi, I., Nichols, M. G., and Foster, T. H. (1997). The mechanism of
Photofrin photobleaching and its consequences for photodynamic dosimetry.
Photochem. Photobiol. 65:135–144.

Hansen, P. C. (1994). Regularization tools: A Matlab package for analysis and
solution of discrete ill-posed problems. Numerical Algorithms. 6:1–35.

Haskell, R. C., Svaasand, L. O., Tsay, T.-T., Feng, T.-C., McAdams, M. S., and
Tromberg, B. J. (1994). Boundary conditions for the diffusion equation in
radiative transfer. JOSA A. 11:2727–2741.



REFERENCES 108

Henyey, I. and Greenstein, J. (1941). Diffuse radiation in the galaxy. Astrophys.
J. 93:70–83.

Hull, E. L. and Foster, T. H. (2001). Steady-state reflectance spectroscopy in the
P3 approximation. JOSA A. 18:584–599.

Ishimaru, A. (1997). Wave propagation and scattering in random media. IEEE
Press, New York.

Jacques, S. L., Alter, C. A., and Prahl, S. A. (1987). Angular dependence of
HeNe laser light scattering by human dermis. Lasers Life Sci. 1:309–333.

Kienle, A. and Patterson, M. (1996). Determination of the optical properties
of turbid media from a single Monte Carlo simulation. Phys. Med. Biol. 41:
2221–2227.

Kienle, A. and Patterson, M. (1997). Improved solutions of the steady-state and
the time-resolved diffusion equations for reflectance from a semi-infinite turbid
medium. JOSA A. 14:246–254.

Maynard, C. (1961). An application of the reciprocity theorem to the acceleration
of Monte Carlo calculations. Nuc. Sci. Eng. 10:97–101.

Moan, J. and Berg, K. (1991). The photodegradation of porphyrins in cells can
be used to estimate the lifetime of singlet oxygen. Photochem. Photobiol. 53:
549–553.

More, J. J. (1977), The Levenberg-Marquardt algorithm: Implementation and
theory. In Numerical Analysis, Watson, G. A., editor, volume 630 of Lecture
Notes in Mathematics, pages 105–116. Springer Verlag.

Nagel, R. K. and Saff, E. B. (1993). Fundamentals of Differential Equations.
Addison-Wesley, Reading, MA, third edition.

Nichols, M. G. and Foster, T. H. (1994). Oxygen diffusion and reaction kinetics
in the photodynamic therapy of multicell tumour spheroids. Phys. Med. Biol.
39:2161–81.

Nichols, M. G., (1996). Transport of oxygen and light in model tumor systems.
PhD thesis, University of Rochester, Rochester, NY.

Patterson, M. S., (1998). Personal communication.

Prahl, S. A., (1999a). Optical properties of hemoglobin. Available from the website
omlc.ogi.edu.

omlc.ogi.edu


REFERENCES 109

Prahl, S. A., (1999b). small mc. Available from the website omlc.ogi.edu.

Prahl, S. A., Keijzer, M., Jacques, S. L., and Welch, A. J. (1989). A Monte Carlo
model of light propagation in tissue. SPIE Institute Series. IS5:102–111.

Press, W. H., Teukolsky, S. A., Vetterling, W. T., and Flannery, B. P. (1992).
Numerical Recipes in C: The Art of Scientific Computing. Cambridge University
Press, New York, second edition.

Robinson, D. J., de Bruijn, H. S., van der Veen, N., Stringer, M. R., Brown, S. B.,
and Star, W. M. (1998). Fluorescence photobleaching of ALA-induced proto-
porphyrin IX during photodynamic therapy of normal hairless mouse skin: The
effect of light dose and irradiance and the resulting biological effect. Photochem.
Photobiol. 67:140–149.

Schuster, A. (1905). Radiation through a foggy atmosphere. Astrophys. J. 21:
1–22.

Van Assendelft, O. W. (1970). Spectrophotometry of Haemoglobin Derivatives.
Charles C. Thomas, Springfield, IL.

Wang, L. and Jacques, S. L. (1994). Optimized radial and angular positions in
Monte Carlo modeling. Med. Phys. 21:1081–1083.

Wang, L. V. and Jacques, S. L. (2000). Source of error in calculation of optical
diffuse reflectance from turbid media using diffusion theory. Comput. Methods
Programs Biomed. 61:163–170.

Williams, M. L. (1991). Generalized contributon response theory. Nuc. Sci. Eng.
108:355–383.

Wray, S., Cope, M., Delpy, D. T., Wyatt, J. S., and Reynolds, E. O. R. (1988).
Characterization of the near-infrared absorption spectra of cytochrome aa3 and
hemoglobin for the noninvasive monitoring of cerebral oxygenation. Biochim.
Biophys. Acta. 933:184–192.

Zijlstra, W. G., Bursma, A., and Meeuwsen-van der Roest, W. P. (1991). Ab-
sorption spectra of human fetal and adult oxyhemoglobin, de-oxyhemoglobin,
carboxyhemoglobin, and methemoglobin. Clin. Chem. 37:1633–1638.

omlc.ogi.edu


110

Chapter 3

In Vivo Photobleaching

3.1 Introduction

A problem of continuing interest in the study of PDT is the definition and measure-

ment of photodynamic dose. It is believed that the majority of photosensitizers

accomplish their cytotoxic effect through the production of 1O2 and other reactive

oxygen species (Dougherty et al., 1998). For many sensitizers, the same or simi-

lar mechanism is also responsible for the degradation of the sensitizer molecules,

which is observable as irreversible photobleaching. The photobleaching of the sen-

sitizer can therefore be utilized to optimize PDT dosimetry, a scheme described

by Wilson et al. (1997) as implicit dosimetry. Such a dosimetry method takes into

account all of the factors involved in the deposition of photodynamic dose, without

the need to measure them explicitly. In the case of purely 1O2-mediated bleach-

ing with spherical boundary conditions, Georgakoudi and Foster (1998b) have

developed a rigorous model which quantitatively relates the fraction of sensitizer

bleached to the deposited 1O2 dose. While the in vivo situation is complicated
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by tissue geometry and optical variations, it can be expected that photobleaching

will still be predictive of photodynamic dose deposition.

Under PDT treatment conditions in which photodynamic oxygen consump-

tion is significant enough to limit type-II photochemistry, a predominantly 1O2-

mediated photobleaching mechanism would be expected to become relatively in-

efficient. Unless other oxygen-independent bleaching mechanisms were to become

important under conditions of low tissue oxygen tension in vivo, an irradiance

dependence to the rate of photobleaching would be anticipated such that the pho-

todegradation of the sensitizer for a given fluence would be greater at relatively

lower irradiance.

Previous work in our laboratory has examined photosensitizer bleaching indi-

rectly through its effect on the oxygen concentration measured at the surface of

multicell tumor spheroids during irradiation (Coutier et al., 2001; Georgakoudi

and Foster, 1998b; Georgakoudi et al., 1997). Analysis of these time-dependent

changes in oxygen concentration suggests that the bleaching of the sensitizers

Photofrin, meso-tetrahydroxyphenyl chlorin (mTHPC) and aminolevulinic acid

(ALA)-induced protoporphyrin IX (PpIX) in EMT6 spheroids is mediated pre-

dominantly by a self-sensitized 1O2 reaction mechanism. Recent direct observa-

tions of fluorescence photobleaching have confirmed these results in the case of

spheroids (Bigelow et al., 2002). For the case of PpIX, this result is qualitatively

consistent with a finding published by Krieg and Whitten (1984), who concluded

that the detailed mechanism of PpIX bleaching in erythrocyte ghosts involved re-

action of 1O2 with an intermediate oxidizable amino acid. An oxygen dependence

to the rate of Photofrin bleaching is consistent with results reported by Spikes
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(1992), although the extent of the role of 1O2 was not clear in that study, which

was performed using a variety of model environments in fluid solution.

In considering an experimental approach to quantitative or semiquantitative

fluorescence spectroscopy of photosensitizers in tissue, it is necessary to acknowl-

edge that fluorescence measurements during PDT in vivo are conducted against a

background of tissue optical properties that may not be assumed to remain con-

stant. The effects that tissue optical properties may have on the apparent pho-

tobleaching kinetics measured in vivo were considered by Jacques et al. (1993).

Wavelength-dependent tissue absorption and scattering may distort fluorescence

spectra (Keijzer et al., 1989), and these background optical properties may change

during irradiation in response to cellular and physiologic responses to photody-

namic damage. Several groups working in the field of tissue optics have addressed

the problem of performing fluorescence spectroscopy in highly scattering and ab-

sorbing media such as tissue (for example, Gardner et al., 1996; Müller et al.,

2001; Wu et al., 1993). In designing the experiments described in this chapter,

we have implemented a modification of the approach of Wu et al. (1993), which

involves correction of the measured fluorescence using the reflectance spectrum

measured in the same geometry. This empirical method has allowed us to collect

fluorescence spectra undistorted by changing optical properties.

A further complexity arises in the particular case of spectroscopy of sensi-

tized tissue in that the fluorescence emission spectrum may change qualitatively

in response to irradiation as sensitizer photoproducts and, under certain condi-

tions, other chemical species contribute significantly to the measurement (Dietel

et al., 1996; Gudgin Dickson and Pottier, 1995; König et al., 1993, and references
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therein). Thus, appropriate methods of spectral analysis are required in order to

separate the contributions of the various fluorescing species. The purpose of these

studies was to incorporate such spectroscopic techniques and methods of analysis

into an experimental investigation of the kinetics of sensitizer photobleaching and

photoproduct formation in normal rat skin in vivo. Three sensitizers were investi-

gated, all of which are currently being used in clinical treatment or clinical trials

in the U.S. and/or Europe. A brief summary of the current state of investigation

of each sensitizer is given below.

3.1.1 ALA-induced PpIX

ALA is unique among PDT drugs currently under investigation in that it is not

itself a sensitizer, but rather a prodrug which induces the formation of the photo-

sensitizer PpIX within target tissues. This strategy makes use of the biosynthetic

mechanism responsible for the creation of heme in mammalian cells (Peng et al.,

1997). The first step in heme synthesis is the formation of ALA in the mito-

chondria through the action of the enzyme ALA synthase. The ALA crosses

the mitochondrial membrane and enters the cytosol, where it undergoes a series

of enzymatic reactions which combine a total of eight ALA molecules to form

one molecule of uroporphyrinogen III. A further reaction converts uroporphyrino-

gen III to coproporphyrinogen III. In order for heme synthesis to proceed, co-

proporphyrinogen III must be taken into the mitochondria and converted to pro-

toporphyrinogen IV and subsequently into PpIX. Under normal circumstances,

the enzyme ferrochelatase acts to incorporate iron into the PpIX produced in the

mitochondria, forming heme. Both the formation and the enzymatic action of
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ALA synthase are inhibited by the presence of heme (Stryer, 1988). Because of

this negative feedback, the production of heme is a self-regulating process. By

administering excess ALA, it is possible to upset the natural regulation of the

heme synthesis pathway. The introduction of ALA that is not created by ALA

synthase bypasses the step at which the heme synthesis pathway is inhibited by

free heme. The downstream steps in the pathway proceed uninhibited. In this

case, the rate of incorporation of iron into the porphyrin ring by ferrochelatase is

outstripped by the production of PpIX. PpIX, unable to be converted to heme,

builds up in the mitochondria. In addition, if the mitochondria are unable to

complete the formation of PpIX, the intermediate products uroporphyrinogen III

and coproporphyrinogen III, instead of being used in downstream steps of heme

synthesis, can undergo reactions in the cytosol which produce the water-soluble

porphyrins uro- and coproporphyrin, respectively (Dietel et al., 1997).

Reports in the literature of experimental investigation of the irradiance depen-

dence of in vivo PpIX photobleaching are conflicted. In a pair of papers, Robinson

and his colleagues have described, among other things, an irradiance dependence

of the rate of PpIX photobleaching in normal mouse skin and in UVB-induced

skin tumors that is qualitatively consistent with an oxygen-dependent bleaching

mechanism (Robinson et al., 1998; 1999). Studies by Sørensen et al. (1998), who

also reported results of experiments performed with ALA-sensitized normal mouse

skin over a wide range of irradiances, and by Iinuma et al. (1999), who worked

with ALA-sensitized tumors in rats, found no evidence for an irradiance depen-

dence of the efficiency of PpIX photobleaching. The resolution of this apparent

discrepancy is important not only from a mechanistic perspective but also for the
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ongoing evaluation of the potential of photosensitizer bleaching to report useful

dosimetry.

3.1.2 mTHPC

mTHPC is a promising second-generation photosensitizer. Several investigators

have reported mTHPC to be the most potent of all the photosensitizers being

studied presently. A clinical study performed in patients with diffuse malignant

mesothelioma reported a 10 mm deep tumor necrosis with a dose of 0.3 mg kg-1

mTHPC activated after 48 h with 10 J cm-2 at 652 nm (Ris et al., 1991; 1996).

Similar successful tumor responses have been reported by Baas et al. (2001);

Savary et al. (1997) and M lkvy et al. (1998) among others, using fluences of 10 to

20 J cm-2 and an even lower mTHPC dose of 0.15 mg kg-1.

The photobleaching of mTHPC has been investigated by several groups. One

of the earliest such studies was conducted by Ma et al. (1994b), who compared

the loss of mTHPC fluorescence with that of meso-tetrahydroxyphenyl porphyrin

(mTHPP) and Photofrin during irradiation of sensitized cells with broadband light

at 375-450 nm. They reported that the rate of mTHPC bleaching with respect

to time was much higher than that of Photofrin or mTHPP. Measurements to

investigate the mTHPC bleaching kinetics in vivo were performed by Forrer et al.

(1995), who found that the decay of mTHPC fluorescence was consistent with a

theory based on the assumption that 1O2 was the agent responsible for bleaching.

Hadjur et al. (1998) showed evidence that supported the involvement of 1O2 in the

in vitro photodegradation of mTHPC in 10% fetal calf serum. A study performed

in collaboration with our laboratory by Coutier et al. (2001) addressed the impact
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of irradiance on the photobleaching of mTHPC-sensitized tumor spheroids as well

as on the PDT-induced cell toxicity. A decrease in incident irradiance resulted in

a greater rate of mTHPC bleaching vs fluence as well as a decrease in the fraction

of cells surviving treatment, as expected in the presence of oxygen concentration

gradients with a sensitizer whose photodynamic damage and bleaching are both

mediated by 1O2. These results are consistent with prior reports by Ma et al.

(1994a) and Melnikova et al. (1999b), where 1O2 was identified as the major toxic

agent in mTHPC photosensitization and with the in vivo results of Blant et al.

(1996), who observed more efficient treatment of Syrian hamster cheek pouch

tumors at lower irradiance.

3.1.3 Photofrin

Photofrin was the first photosensitizing drug to gain health agency approval for

use in patients and is currently the most widely used clinically (Dougherty et al.,

1998), however the details of its in vivo dose deposition and photobleaching be-

havior are still not completely understood. Much of the early research on the

irradiance dependence of the biological response to Photofrin PDT was performed

at the University of Rochester in our laboratory and that of Dr. Russel Hilf. Us-

ing the R3230AC tumor model in rats, Gibson et al. (1990) observed significantly

enhanced tumor response to Photofrin PDT when the irradiation was divided into

two sessions separated by a dark interval or when the treatment irradiance was

reduced from 200 to 50 mW cm-2. Subsequent studies using this tumor model

(Foster et al., 1991; Gibson et al., 1994) and xenografts of human mesothelioma

in nude mice (Feins et al., 1990; Gibson et al., 1994) confirmed this irradiance



3.1. INTRODUCTION 117

dependence and observed an even greater enhancement when the treatment was

performed at 100 mW cm-2 delivered in 30 s doses separated by 30 s dark inter-

vals. Later, similar irradiance dependence was reproduced by Sitnik and Hender-

son (1998a) in mice bearing radiation-induced fibrosarcoma (RIF) tumors. Foster

et al. (1991) argued on the basis of a simple oxygen diffusion model that these

effects could be explained by the photochemical consumption of oxygen, which

is more significant during higher irradiance treatment. Direct measurements of

tissue oxygenation during Photofrin-PDT have confirmed a significant reduction

of local oxygen concentration (Henderson et al., 2000; Tromberg et al., 1990). In

one such set of experiments, Sitnik and Henderson (1998b) demonstrated that the

depletion of oxygen in murine RIF tumors is irradiance dependent.

The quantitative predictions of the oxygen diffusion model in spherical ge-

ometry were tested by Foster et al. (1993), who irradiated Photofrin-sensitized

multicell tumor spheroids with various irradiances of 630 nm light. In that study,

it was shown that decreasing the treatment irradiance decreased the fraction of

cells that survived PDT, as measured by a colony forming assay. This decrease

was consistent with a model in which a portion of the spheroid was rendered hy-

poxic by photochemical and metabolic oxygen consumption and hence protected

from photodynamic damage. In a subsequent study, Nichols and Foster (1994)

made direct measurements of the oxygen consumption at the edge of spheroids

during irradiation and used the oxygen diffusion-with-consumption model to es-

timate the reacted dose of 1O2 as a function of radial position in the spheroid.

It was shown that the fraction of cells killed by treatment in the 1993 study was

highly correlated with the volume fraction of the spheroid that received a thresh-
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old dose of 323 µM of 1O2. These results and those of the previous animal studies

are consistent with oxygen consumption and cell killing resulting from the reac-

tion of 1O2 with cellular targets. Georgakoudi et al. (1997) extended the oxygen

diffusion-with-consumption model to include the effects of photobleaching of the

sensitizer and used this improved model to demonstrate that the photobleaching

of Photofrin in spheroids undergoing PDT is also predominantly mediated by 1O2.

Fluorescence photobleaching in vivo has long been recognized as a factor in

PDT sensitized by Photofrin. Early observations of photobleaching (Mang et al.,

1987; Moan, 1986) lead to the development of a definition of photodynamic dose

which included the effects of photobleaching (Potter et al., 1987) and to the sugges-

tion that photobleaching could be exploited to reduce unwanted Photofrin-induced

skin photosensitivity (Boyle and Potter, 1987). These studies did not address the

question of whether the photobleaching of Photofrin was irradiance-dependent.

Based on the observations in spheroids, however, it is reasonable to expect the

photobleaching of Photofrin and the deposition of dose in vivo to be mediated

by 1O2 and hence dependent on the tissue oxygen concentration. It is therefore

expected that high irradiance PDT will lead to a reduction in the rate of photo-

bleaching commensurate with the observed reduction in biological response. This

chapter will present the first direct experimental test of the irradiance dependence

of Photofrin photobleaching using in vivo fluorescence spectroscopy.
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Figure 3.1: (a) Schematic diagram of the system for performing fluores-
cence and reflectance spectroscopy during PDT and (b) end view of the
spectroscopy probe showing source-detector fiber geometry. F: fluorescence
excitation fiber; R: reflectance source fiber; D: detection fiber to spectro-
graph and CCD. The central fiber carries diffusely reflected 403 nm light to
the photodiode and lock-in amplifier.

3.2 Experimental methods and data analysis

3.2.1 Instrumentation

The experiments described in this chapter use a fiber-based optical probe de-

signed to allow collection of fluorescence and diffuse reflectance in the same source-

detector geometry. Reflectance is collected in the spectral window corresponding

to that of the detected fluorescence emission (575 to 720 nm) and at the excita-

tion wavelength (403 nm) in order to correct the fluorescence for the effects of

tissue optical properties. Schematic diagrams of the probe and of the entire spec-

troscopy system are shown in figure 3.1. The probe consists of four fluorescence
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excitation source fibers, four reflectance source fibers and eight detection fibers,

each of which has a 200 µm core diameter and a numerical aperture of 0.22. As

illustrated in figure 3.1b, the fibers are arranged such that each detection fiber

is adjacent to a fluorescence excitation fiber on one side and a reflectance source

fiber on the other. These fibers are evenly spaced around the circumference of

a 400 µm core diameter silica fiber, which monitors diffusely reflected excitation

light. The 17 fibers are cemented together and encased in a steel tube of diame-

ter 3.2 mm. The probe is placed 8 mm above the surface of the tissue or tissue

simulating phantom being studied. It is oriented at an angle sufficient to exclude

specular reflectance.

The four probe reflectance source fibers are illuminated by the output of a

365 µm core diameter transfer fiber that is coupled to a 250 W quartz tungsten

halogen (QTH) lamp, as shown in figure 3.1a. In order to minimize the excitation

of fluorescence during the reflectance measurement, a longpass filter (OG 530,

Schott, Duryea, PA) is placed between this lamp and the transfer fiber. The

fluorescence excitation source is a 100-W mercury arc lamp (model 60100, Oriel,

Stratford, CT). Light from this source passes through a monochromator (model

77250 Oriel) centered at 403 nm and is then coupled into a 1 mm core diameter

transfer fiber, which illuminates the four fluorescence excitation fibers of the probe.

For the purposes of these studies, the excitation wavelength was chosen as 403 nm

to confine the excitation of fluorescence to the most superficial layer of the tissue.

This wavelength also coincides with a peak in the mercury lamp spectrum and

with the approximate location of the Soret band of the chlorin- and porphyrin-

based sensitizers’ absorption spectra. The output of both lamps is monitored by
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optical fibers to allow correction for variations in lamp intensity, and both sources

can be blocked by electronically controlled mechanical shutters (Uniblitz, Vincent

Associates, Rochester, NY).

The eight, 200 µm detection fibers as well as the two fibers used to monitor

lamp intensities are connected via a fiber patch panel to ten, 300 µm fibers ter-

minating in a linear ferrule, which in turn is positioned at the focal plane of a

0.275 m imaging spectrograph (Acton Research Corporation, Acton, MA). The

fibers are imaged through a 300 g mm−1 diffraction grating onto the surface of

a nitrogen-cooled, 512 X 512 pixel, 16 bit charge-coupled device (CCD) array

(Princeton Instruments, Trenton, NJ). The dispersion of the grating and the de-

tector area are such that each measurement includes approximately 146 nm of the

fluorescence or reflectance spectrum.

In order to maximize signal recovery, regions on the CCD comprising four

pixels along the wavelength axis and 220 pixels along the slit axis are binned to

create a single superpixel. Because each superpixel includes contributions from

all eight detection fibers, the measured signal is the sum of the emission collected

by these eight fibers. The four-pixel binning in wavelength limits the spectral

resolution to 1.14 nm.

Diffuse reflectance at 403 nm is collected by the probe’s center fiber and passes

through an optical chopper to a silicon photodiode (S2386-18L, Hammamatsu

Corporation, Bridgewater, NJ). A short-pass filter (BG 28, Schott) prevents de-

tection of fluorescence by the photodiode. The photodiode output is monitored

by a lock-in amplifier (SR-510, Stanford Research Systems, Sunnyvale, CA), digi-

tized and stored on a computer. The measurement of reflected excitation light by
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the photodiode is limited by electronic noise, whereas the CCD’s signal-to-noise

ratio is limited by the intensity of the fluorescence. Placing the optical chopper

in the photodiode detection path rather than at the excitation source allows the

lock-in amplifier to reduce electronic noise without reducing the intensity of the

fluorescence signal. In the Photofrin experiments, the photodiode and lock-in were

replaced with a UV-sensitive silicon detector and power meter (Newport Corp).

This detector is less sensitive to electronic noise, and includes its own amplification

system, negating the need for a lock-in amplifier.

The sequence of data collection is controlled by an electronic timing circuit

designed and built for these experiments. Before the first measurement the ex-

citation and reflectance sources are blocked by closed shutters. The reflectance

source shutter is opened first, and the CCD acquires the reflectance spectrum in

the emission spectral window. Then, the reflectance source shutter is closed, and

the fluorescence excitation shutter is opened. The CCD acquires the fluorescence

spectrum, and the intensity of the diffusely reflected 403 nm excitation light is

recorded. The excitation shutter is then closed. When PDT irradiation is admin-

istered, a third shutter interrupts the treatment laser beam during reflectance and

fluorescence measurements. In the photobleaching experiments, the laser shutter

is held open for the specified treatment interval, after which the sequence of data

acquisition resumes. The cycle is then repeated. During the early stages of a

photobleaching experiment when there is abundant fluorescence signal, the to-

tal duration of the laser beam interruption is under 2 s. As the fluorescence is

bleached, the length of the interruption is increased as needed to a maximum of

6 s by the end of the experiment.
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Before any spectral analysis is done, the signal measured by the CCD is first

corrected for instrument effects. The CCD controller electronics add a fixed offset

to each pixel before transferring the data to the computer. This offset is corrected

automatically in software (WinSpec, Princeton Instruments). To correct for the

optical throughput of the system, the measured fluorescence data are then mul-

tiplied by a wavelength-dependent calibration function, which is obtained experi-

mentally by comparing the measured and known spectra of a standard irradiance

source (Model LS-1-CAL, Ocean Optics, Dunedin, FL). Each reflectance spectrum

is then divided by the reflectance spectrum of a Lambertian reflector (CAT 849

1656, Scientific Imaging Systems, Eastman Kodak Company, Rochester, NY) in

order to correct for the QTH lamp emission spectrum and the optical throughput

of the reflectance source fibers. Finally, all spectra are corrected for variations in

lamp intensity.

3.2.2 Empirical correction for changes in tissue optical

properties

Changes in the measured fluorescence from an absorbing and scattering system

may be due either to changes in the actual fluorophore concentration or to changes

in the optical properties of the medium. In order to minimize the possibly con-

founding effects of tissue optical properties, which during PDT may be dynamic,

we utilize a modification of the method suggested by Wu et al. (1993), in which the

measured fluorescence signal is divided by the reflectance signal measured in the

same wavelength window. In addition, we have found experimentally that division
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of the fluorescence by the diffuse reflectance at 403 nm raised to the 0.8 power

provides a significant improvement to the correction. The value of the exponent

(0.8) was determined from measurements of PpIX in tissue-simulating phantoms

and is likely to be specific to the particular experimental probe being used. Be-

cause the source-detector geometry is nearly identical for all measurements, the

optical properties sampled by the fluorescence and both reflectance measurements

are approximately the same.

In order to test the ability of our probe and method of analysis to report rela-

tive fluorophore concentrations in the presence of physiologically relevant absorp-

tion and scattering, experiments were performed in a tissue-simulating phantom.

The phantom consisted of 100 mL of buffered, 0.9% saline and 10 mL of 10%

Liposyn II (Abbott Labs, North Chicago, IL). This 0.9% lipid volume phantom

has a transport scattering coefficient of approximately 1 mm-1 at 630 nm, which is

similar to that of the tissue (van Staveren et al., 1991). The phantom was kept at

constant temperature and stirred throughout the experiment. In order to produce

fluorescence, 2.4 mg ml-1 PpIX (Porphyrin Products, Logan, UT) was added to

the phantom.

To study the effects of ambient absorption changes on the fitted, relative flu-

orophore concentration returned by our algorithm, a small, fixed concentration

of the weakly fluorescent water-soluble porphyrin manganese meso-tetra (4 sul-

fanatophenyl) porphine (MnTPPS) was added sequentially to a final concentration

of 0.32 mg ml-1, with reflectance at excitation and emission wavelengths and fluo-

rescence spectra being acquired after each addition. The absorption spectrum of
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MnTPPS is similar to that of hemoglobin, with a strong absorption band around

400 nm and weaker absorption in the PpIX emission range.

The initial PpIX fluorescence spectrum (with no absorber added), basis spectra

accounting for the slight fluorescence of MnTPPS and lipids, and a 61-term Fourier

synthesis were fit to each of the corresponding fluorescence spectra using the

singular value decomposition (SVD) fitting algorithm described in section 2.5.1.1).

In figure 3.2, the estimate of the PpIX spectral amplitude returned by SVD

is plotted as a function of the normalized integrated reflectance at the excitation

wavelength for two cases: (1) with no correction for optical properties (solid cir-

cles); and (2) with correction of the fluorescence spectrum and amplitude using

division by the emission wavelength reflectance and by the excitation wavelength

reflectance raised to the 0.8 power (open circles). In both the corrected and uncor-

rected cases, the PpIX amplitudes are normalized to that obtained in the presence

of a value of the integrated reflectance typical of that encountered in vivo prior

to treatment. The dashed horizontal line represents the actual normalized PpIX

concentration, which was not changed during the experiment. This correction is

able to render the fluorescence measurement immune to the effects of background

absorption changes over a range of reflectance changes at least three times greater

than that encountered in the course of our in vivo experiments.
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Figure 3.2: Correction of fluorescence for changes in optical properties. The
fitted fluorophore (PpIX) concentration is plotted as a function of the normal-
ized reflectance at 403 nm measured in a scattering emulsion. The reflectance
was varied by addition of MnTPPS. The filled circles (•) depict fluorescence
estimates that have not been corrected for absorption changes, and the open
circles (◦) illustrate the corrected estimates. The dashed horizontal line indi-
cates the actual concentration, which did not change during the experiment.
Error bars indicate the standard deviations from six measurements. The
transport albedo of the scattering emulsion at 403 nm is indicated on the
top horizontal axis. This range of concentrations provided variations in re-
flectance intensity much greater than those observed during PDT of normal
rat skin.



3.2. EXPERIMENTAL METHODS AND DATA ANALYSIS 127

3.2.3 Construction of basis spectra for fluorescence pho-

tobleaching analysis

The emission spectrum, corrected for instrument response and tissue optical prop-

erties as described above, is analyzed as a linear combination of basis fluorescence

spectra using the SVD algorithm described in section 2.5.1. Briefly, basis spectra

corresponding to autofluorescence, the photosensitizer being studied, other fluo-

rophores which evolve during treatment and a 61-term Fourier series are fit to the

instrument- and reflectance-corrected fluorescence data, fTotal, using the equation,

fTotal(λ) =
N∑

i=1

Ai(100)fi(λ) + (2.0)B0+

30∑
k=1

(2.0e−k/20)×
[
Bk sin

(
πk(λ− λi)

λf − λi

)
+ Ck cos

(
πk(λ− λi)

λf − λi

)]
(3.1)

where Ai and fi(λ) are the amplitude and known spectrum of the ith of N to-

tal fluorophores, respectively. The numbers in the small parentheses denote the

weights used in the SVD fitting, as described in section 2.5.1. The spectral ampli-

tudes Ai, Bk and Ck are returned by the SVD algorithm. Each sensitizer requires

its own set of basis spectra, as described in the following sections.

3.2.3.1 ALA-PpIX

In this case, the basis fluorescence spectra used in the analysis are those of PpIX,

two photoproducts of PpIX, uroporphyrin/coproporphyrin (Up/Cp), and the mea-

sured autofluorescence of rat skin. All basis spectra are derived from measure-
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ments performed in vivo. In each instance the in vivo data used to create the

basis spectra were first corrected for optical properties as described above.

An average autofluorescence spectrum was constructed from the average of 60

in vivo measurements of the skin of three animals that had not received ALA.

Rat skin autofluorescence typically contains the signature of naturally occurring

porphyrins, which is spectrally indistinguishable from ALA-induced PpIX. In or-

der to remove this contribution, the fluorescence of preformed PpIX (Porphyrin

Products, Logan, UT) in a lipid emulsion was measured. This spectrum, scaled

appropriately, was subtracted from the average autofluorescence to yield a spec-

trum which is the average non-porphyrin autofluorescence.

An initial PpIX spectrum was constructed from the average of 21 in vivo mea-

surements of the skin fluorescence of 21 animals 3 h after systemic administration

of 200 mg kg-1 ALA. At this time point, PpIX is the dominant fluorophore in

the 620 to 720 nm range; however, there is still a strong contribution from aut-

ofluorescence, especially at shorter wavelengths. This contribution was removed

by subtracting the average non-porphyrin autofluorescence found previously as

described above. The resulting spectrum is the in vivo fluorescence spectrum of

PpIX, without contamination from autofluorescence, and constitutes the PpIX

basis spectrum used in the subsequent spectral analysis.

While the average autofluorescence is useful in constructing a PpIX basis spec-

trum, in fact each animal’s autofluorescence is different. To account for this, an

individual autofluorescence basis spectrum is constructed for each animal prior

to PDT. The initial (pre-irradiation) spectrum obtained 3 h after ALA injection

is fit using SVD as a combination of the average non-porphyrin autofluorescence,
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the PpIX basis spectrum, and a 61-term Fourier series as described above. Here

the Fourier series accounts for differences between the average non-porphyrin aut-

ofluorescence and the individual animal’s autofluorescence. The autofluorescence

basis spectrum for a particular animal is therefore the sum of the fitted average

non-porphyrin autofluorescence and the Fourier series contribution. This spec-

trum is free of any contribution from PpIX.

The PDT-induced PpIX photoproduct fluorescence near 676 nm has been at-

tributed to hydroxyaldehyde chlorins produced by the photodynamic degradation

of PpIX (Wessels et al., 1993, and references therein). As this is the primary

photoproduct of PpIX, we will refer to it as photoproduct I. In keeping with our

practice of using spectra measured in vivo for PpIX and autofluorescence, we

use the in vivo spectrum of photoproduct I to construct its basis spectrum. Six

PDT irradiation experiments were chosen in which the photoproduct I peak at

approximately 676 nm was cleanly separated from other spectral features. From

these experiments, a total of 38 spectra were used, all acquired after sufficient

irradiation to produce detectable photoproduct I. Each was fitted by SVD using

a combination of PpIX, autofluorescence and the Fourier series. The fitted con-

tributions of autofluorescence and of PpIX were subtracted from each spectrum,

leaving the spectrum of photoproduct I plus small contributions from unknown

fluorophores. These 38 subtracted spectra were averaged, and a single Lorentzian

was fit to the resulting spectrum using a nonlinear fitting algorithm. The best

fit Lorentzian, centered at 675.7 nm with a width of 27 ± 3 nm was adopted as

the photoproduct I basis spectrum. The uncertainty in the center wavelength was

smaller than the spectral resolution of the measurement.
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A second fluorescent photoproduct with an emission peak near 652 nm has been

observed by Bandanas et al. (2000) in cell suspensions. A fluorescence emission

peak in the same region of the spectrum is evident in our in vivo data. For clarity,

we will refer to this photoproduct as product II. The basis spectrum of product II

was generated in the same manner as that of product I. Ninety-five spectra from

six experiments were selected, all of which contained a distinct contribution from

product II. A Lorentzian peak was fit to the average of these spectra after the

fitted contributions of PpIX, autofluorescence and product I were subtracted, as

described above. The resulting Lorentzian is centered at 654 ± 2 nm and has a

width of 15 ± 3 nm.

Dietel et al. (1996) have identified a fluorescence peak in the spectral region

near 620 nm in Ehrlich ascite carcinoma cells incubated with ALA and have as-

signed it to the presence of water soluble Up and Cp. Heil et al. (1997) have

detected similar spectra in the bladder contents of rats after instillation with

ALA. In order to create Up and Cp basis spectra, we have measured the fluores-

cence spectra of preformed Up and Cp (Porphyrin Products) in saline solutions

of varying pH and in saline solutions containing lipids. In agreement with the

work of Polo et al. (1988), we find that the spectra of Up and Cp in aqueous

solutions exhibit two distinct shapes depending upon the pH of the local microen-

vironment. In addition, we find that Up and Cp each exhibit a third form which

is present only in solutions containing lipids at pH below 6.5 (Cp) or 5 (Up).

Of the six spectral shapes produced in vitro (three for each species), only those

obtained in aqueous solution at physiological pH and in lipid-containing solution

have fluorescence emission peaks in the region near 620 nm.
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In order to quantify which of the Up and Cp spectra are relevant to the fitting

of in vivo data, 99 spectra from five in vivo experiments that produced prominent

620 nm peaks were selected. Fitted contributions of PpIX, autofluorescence and

both photoproducts were subtracted and the resulting spectra were averaged. A

sum of the four Up and Cp spectra with peaks near 620 nm was fit to the average

spectrum. Only the spectra of Up in physiological pH aqueous solution and Cp in

lipid emulsion were found to contribute significantly. The fit was repeated using

only these two spectra. The resulting best fit spectrum, a sum of 51% Up in

physiological pH aqueous solution and 49% Cp in lipid emulsion, was adopted as

the Up/Cp basis spectrum.

The basis spectra for PpIX, both photoproducts and autofluorescence used

in the SVD analysis of in vivo fluorescence data are shown in figure 3.3(a). A

comparison of the in vivo PpIX emission spectrum with that of preformed PpIX

in a lipid emulsion phantom is shown in figure 3.3(b). The similarity between

these spectra is apparent.

The weighted sum of Up and Cp spectra used as the Up/Cp basis is shown in

figure 3.3(c), along with the two spectra which comprise it. Figure 3.3(d) shows the

four spectra of Up and Cp that were not used in creating the basis spectrum. The

Up/Cp basis spectrum fits adequately the in vivo data. The fitting method used

to generate this basis spectrum, however, cannot rigorously exclude the presence

of other forms of Up and Cp or of other water-soluble porphyrins with similar

emission spectra.
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Figure 3.3: Basis spectra used in SVD fitting of in vivo fluorescence mea-
sured from PpIX-sensitized normal rat skin. (a) Spectra of PpIX, both pho-
toproducts, and autofluorescence. The PpIX and autofluorescence spectra
are averages of in vivo measurements, as described in section 3.2.3.1. In
both cases, the error bars indicate standard deviations. The increased un-
certainty in the autofluorescence spectrum near 635 nm is the result of the
subtraction of the emission from endogenous porphyrin. The photoproducts
are fitted Lorentzians at 676 and 654 nm. (b) PpIX spectra acquired in vivo
(—) and in vitro (- - -). (c) The spectra used to create the Up/Cp basis
spectrum. The measured spectra are normalized such that the sum (heavy
line) has a maximum peak of height 1. (d) The spectra of Cp at pH 7 in
aqueous solution, Up in a lipid emulsion and Cp and Up at pH 3 in aqueous
solution.
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Figure 3.4: Basis spectra used in SVD analysis of fluorescence spectra ob-
tained from mTHPC-sensitized normal rat skin in vivo. The solid line rep-
resents the emission spectrum of mTHPC, the dashed line, endogenous por-
phyrins and the dash dot line, non-porphyrin autofluorescence. Each spec-
trum is an average taken from several animals. Errorbars indicate standard
deviations.

3.2.3.2 mTHPC

In the case of mTHPC sensitization, the in vivo spectra are composed of mTHPC

fluorescence and tissue autofluorescence, and the basis spectra used in the fitting

are chosen accordingly. Autofluorescence is broken into two components, one of

which is similar to the non-porphyrin autofluorescence used in the analysis of

PpIX photobleaching. The second component is emission from naturally occur-

ring porphyrins in the tissue. Because the proportions of the two components

may vary with time and among animals, it is necessary to treat them as separate
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basis spectra. In the case of ALA-sensitized tissue, the inclusion of PpIX as a

basis spectrum accounted for any endogenous porphyrin fluorescence implicitly.

In the case of mTHPC a basis spectrum distinct from those of non-porphyrin

autofluorescence and mTHPC is required. As noted previously, the spectrum of

the endogenous porphyrin emission is indistinguishable from that of PpIX. The

spectrum of preformed PpIX (Porphyrin Products, Logan, Utah) in a lipid emul-

sion was therefore adopted as the basis spectrum for the endogenous porphyrin

component of autofluorescence. The non-porphyrin autofluorescence spectrum

was constructed from the average of five in vivo measurements of the untreated

skin of two animals. A basis spectrum different from that used for PpIX fitting

was required because the data were acquired over a different wavelength range,

however the two are in agreement in the region where they overlap. The mTHPC

basis spectrum was constructed from 10 fluorescence spectra of normal rat skin

measured 72 h after administration of 1 mg kg-1 mTHPC. The endogenous por-

phyrin and autofluorescence contributions were scaled and subtracted to yield the

in vivo mTHPC fluorescence spectrum.

3.2.3.3 Photofrin

The basis spectrum for Photofrin was constructed by averaging the emission spec-

tra of the normal skin of six rats after administration of 10 mg kg-1 Photofrin. The

autofluorescence component of these spectra was isolated using the SVD fitting

algorithm and subtracted prior to averaging. The autofluorescence basis spectrum

used for fitting of spectra from Photofrin-treated animals is the same as that used

in the case of mTHPC.
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During PDT, Photofrin exhibits the formation of a fluorescent photoproduct

with an emission peak at 655 nm. Moan and Kessel (1988) observed a similar

peak in cell suspensions irradiated with blue and ultraviolet light. In order to

generate a basis spectrum for this product, five animals were exposed to suffi-

cient low-irradiance (5 mW cm-2) irradiation to produce significant accumulation

of the fluorescent photoproduct. Spectra were acquired from the skin of these

animals, and the autofluorescence and Photofrin components of the spectra were

identified and subtracted using the SVD fitting algorithm. The remaining spectra,

containing emission only from the photoproduct, exhibited a single asymmetric

emission peak centered at 655 nm. The photoproduct basis spectrum was con-

structed by finding a best-fit Lorentzian line shape for each side of the peak. The

resulting spectrum, with half-widths of 15.3± .75 and 30.2± 3 on the short- and

long-wavelength sides, respectively, accurately models the emission of the photo-

product with a smooth, noise-free line shape.

Each basis spectrum is normalized to a peak value of 1.0 prior to fitting. The

normalized basis vectors for autofluorescence (dashed line), Photofrin (solid line)

and the fluorescent photoproduct (dash-dot line) are illustrated in figure 3.5.

3.2.4 Animal preparation for in vivo fluorescence photo-

bleaching measurements

Experiments were preformed in vivo on the intact, normal skin of female Fis-

cher rats. The autofluorescence spectrum of these animals typically contains a

peak centered at approximately 675 nm, identified by Weagle et al. (1988) as
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Figure 3.5: Basis spectra used for SVD fitting of fluorescence spectra obtained
from Photofrin-sensitized animals. All spectra are based directly on in vivo
measurements, as described in the text. Each data point is the average
of measurements from several measurements. Errorbars indicate standard
deviations.
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originating from some combination of pheophytin a and pheophorbide a. Both of

these fluorophores are produced by the degradation of chlorophyll found in stan-

dard laboratory rat food. The amplitude of the emission of these fluorophores is

highly variable with time (Gudgin Dickson et al., 1995), and it overlaps spectrally

with the PpIX photoproduct emission and the emission spectra of mTHPC and

Photofrin. In addition, pheophorbide a has been identified as a photosensitizer.

In order to eliminate these problems, all animals used in the study were kept on

a chlorophyll-free diet prepared according to the published recipe of Holmes et al.

(1995) for a minimum of 2 weeks prior to the first treatment. Spectra taken prior

to sensitizer administration indicate no detectable emission due to chlorophyll or

its degradation products.

Optical measurement of the skin requires the removal of hair from the skin

surface. This was accomplished by the application of the hair removal lotion

Nair (Carter-Wallace, Inc., New York, NY) and subsequent rinsing with distilled

water. We confirmed that Nair does not fluoresce when excited at 403 nm. In some

cases, its application did appear to induce an increase in the endogenous porphyrin

component of autofluorescence at timepoints of 24 to 96 hours (data not shown),

however the non-porphyrin component of autofluorescence was unchanged. In

cases where the hair is especially thick, it was first shortened with an electric

shear. All animal care and handling were done according to guidelines established

by the University Committee on Animal Resources at the University of Rochester.
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3.2.5 Sensitizer administration

3.2.5.1 ALA

Prior to PDT, each animal was anesthetized with approximately 60 mg kg−1

ketamine hydrochloride and 6 mg kg−1 xylazine. ALA (Porphyrin Products) dis-

solved in sterile saline was administered in a dose of 200 mg kg−1 body weight

by tail vein injection. The animals were then kept in dark conditions with ac-

cess to food and water for 3 h, during which time they recovered from the initial

anesthetic. Hair removal was performed prior to placing the animals in darkness.

3.2.5.2 mTHPC

The photosensitizer mTHPC was obtained from Scotia Pharmaceuticals (Sur-

rey, UK). It was dissolved in a solvent mixture of 30% polyethylene glycol 400,

20% ethanol and 50% water, according to the manufacturer’s recommendations.

mTHPC was administered at a dose of 1 mg kg-1 body weight by tail vein in-

jection. As with ALA, the i.v. injection was performed under anesthesia, after

which the animals are kept in darkness for 72 h.

3.2.5.3 Photofrin

Photofrin was obtained as a powder, and was reconstituted to a concentration

of 5 mg ml-1 in a 5% solution of dextrose in sterile water. 24 hours prior to

irradiation, each rat was injected with 10 mg kg-1 Photofrin via the tail vein. The

concentration of Photofrin resulted in a total injection volume of approximately

250 µl. A more sophisticated animal restraint was used for Photofrin injections
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Sensitizer dose drug-light interval
PpIX 200 mg ALA kg−1 3 h

mTHPC 1 mg kg-1 72 h
Photofrin 10 mg kg-1 24 h

Table 3.1: Sensitizer dose and drug-light interval for each sensi-
tizer investigated. In the case of PpIX, the dose given is that of
the prodrug ALA.

than was available for the cases of ALA-PpIX or mTHPC, eliminating the need

for anesthesia during the injection. Removal of hair was therefore performed

immediately prior to irradiation.

The sensitizer dose and drug-light interval for each sensitizer are listed in table

3.1. These parameters were chosen to fall within the range of doses and drug-light

intervals reported in the literature as effective in preclinical and clinical studies.

3.2.6 PDT irradiation conditions

Immediately before PDT, each animal was anesthetized with sodium pentobarbi-

tal at a dose of 65 mg kg-1. This was sufficient to chemically restrain the animals

for the duration of irradiation. In order to prevent movement during irradiation

and optical measurements, the animals were also mechanically restrained with

tape. In all cases, the irradiated area was on the rear flank, posterior to the fe-

mur. This location was selected to avoid possible damage to internal organs and

to provide repeatable positioning of the probe.

The optical probe was placed 8 mm above the skin and fixed in place. The

treatment area was irradiated with 514 nm light from an argon-ion laser (Photofrin
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and PpIX) or 650 nm light from a dye laser (mTHPC). The laser light was coupled

into a 365 mm core diameter optical fiber terminated with a gradient index lens

(General Fiber Optics, Fairfield, NJ). The area treated was a 1 cm diameter

circle. The area interrogated by the probe was smaller than and concentric with

the treatment area.

The power output of the laser was monitored with a photodiode to ensure that

the desired irradiance at the skin surface was maintained. In the cases where the

argon laser was used for treatment, the laser’s internal photodiode and feedback

control hardware were utilized. When the dye laser was used, a custom built

system was employed in which a portion of the beam was diverted by a beam

splitter and collected by a photodiode. The photodiode output was monitored by

an analog circuit which emitted an audible signal when the incident power drifted

by more than 3% from the desired value. In these instances, the dye laser was

readjusted manually to restore the correct power.

In order to follow the course of photobleaching, measurements of fluorescence

and reflectance were made as the treatment progressed. As described above, it

was necessary to interrupt treatment at regular intervals for durations of from

2 to 6 s in order to make these measurements. Each animal was used for one

experiment on each rear flank. In the case of mTHPC, animals were used for up

to 4 irradiations with a single dose of sensitizer. In order to evaluate the effect

of the probe’s 403 nm illumination, control experiments were performed without

laser irradiation. In each case, the effect of probe-induced bleaching on the in

vivo sensitizer kinetics was smaller than the animal-to-animal variation within

each group.
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Sensitizer Treatment Wavelength Irradiances (mW cm−2)
PpIX 514 nm 1, 5, 100

mTHPC 650 nm 5, 20, 50
Photofrin 514 nm 5, 100

Table 3.2: Irradiation parameters for in vivo PDT on normal
rodent skin. In each case, the irradiances were chosen to span a
range over which an irradiance dependence was observed.

The set of irradiances investigated was chosen for each sensitizer to allow

comparison with previous literature and to span a range over which interesting

irradiance-dependent effects could be observed. The treatment conditions are

listed in table 3.2.

3.3 In vivo photobleaching results

3.3.1 ALA-induced PpIX

3.3.1.1 In vivo reflectance during PDT

To illustrate the extent of the reflectance changes observed during PDT in vivo

under the conditions of our experiments, we have plotted in figures 3.6(a) and

(b) the amplitude of the measured spectrally integrated reflectance vs fluence

at 403 nm (the excitation wavelength) and in the fluorescence emission window

respectively.

In each case, the reflectance is normalized to 1 as its initial value. Interestingly,

at the lower irradiances the reflectance in both wavelength ranges increases with
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Figure 3.6: Spectrally integrated reflectance at (a) 403 nm and (b) in the
interval from 575 to 720 nm in ALA-sensitized skin in vivo during PDT. The
three irradiances used are given in the legend.

the onset of irradiation. Because the magnitude of the measured reflectance is

sensitive to both scattering and absorption, the increase in reflectance could result

from either a decrease in absorption or an increase in scattering in either or both

wavelength intervals.

3.3.1.2 PpIX fluorescence photobleaching and photoproduct forma-

tion in vivo

Figure 3.7(a) shows a typical series of reflectance-corrected fluorescence spectra

acquired in vivo from the skin of a rat treated with 514 nm light delivered at

100 mW cm−2 3 h after tail vein injection of 200 mg kg−1 ALA. As the PpIX

fluorescence diminishes as a result of bleaching, the fluorescence emission of pho-

toproduct I near 676 nm becomes apparent. In order to illustrate the photoprod-

uct more clearly, figure 3.7(b) shows five spectra selected from the same data set,
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Figure 3.7: (a) A typical series of reflectance-corrected fluorescence spectra
obtained from ALA-sensitized skin in vivo during PDT with 514 nm light
and an irradiance of 100 mW cm-2. Spectra shown were acquired at 3 J cm-2

intervals. (b) Spectra taken from the same data set at 3 J cm-2 intervals
beginning at a fluence of 15 J cm-2. (c) A typical series of spectra obtained
during PDT with 514 nm light and an irradiance of 5 mW cm-2. Spectra
shown were acquired at intervals of 2 J cm-2 beginning at 10 J cm-2.
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which correspond to irradiation fluences of 15 to 27 J cm−2. In these spectra, the

photoproduct I emission peak is cleanly separated from the PpIX emission, and

no other spectral features are evident.

Figure 3.7(c) shows five spectra obtained from the skin of an animal similarly

irradiated with 10 to 18 J cm-2 of 514 nm light delivered at 5 mW cm−2. In this

case, an emission peak near 622 nm is clearly visible, which may be assigned to

Up and Cp (Dietel et al., 1996). By direct observation, the photoproduct I peak is

not apparent; however, an SVD fit to this data reveals that the rather featureless

region of the spectrum between 640 and 680 nm actually comprises contributions

from the emissions of PpIX photoproducts I and II, Up/Cp and other spectral

features of unknown origin, which are detected through the Fourier terms used in

the fitting function.

In figure 3.8, the results of the SVD fit to one such spectrum are shown, il-

lustrating the ability of the Fourier terms to identify spectral features that are

not accounted for with explicit basis spectra and/or to report changes in aut-

ofluorescence. The amplitude of the Fourier series component is small relative to

the amplitudes of the known basis spectra, indicating that the basis spectra are

accurately representing the components of the observed in vivo spectra.

Figure 3.9 shows the fitted spectral amplitude of PpIX as a function of fluence

for 514 nm irradiation conducted at 1, 5 and 100 mW cm-2, normalized to the

initial amplitude as was done in the previous work of Robinson et al. (1998;

1999). Each point is the average derived from six separate experiments, and the

uncertainties depicted by the error bars are the sample standard deviations. When

plotted as a function of fluence, the rate of bleaching decreases as the fluence rate
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Figure 3.8: SVD analysis of a reflectance-corrected fluorescence spectrum
acquired in vivo after 19 J cm-2 of 514 nm irradiation at an irradiance of
5 mW cm-2. The fitted spectral contribution of each basis spectrum is shown,
including that of the Fourier series. The open circles are the reflectance-
corrected fluorescence spectrum, and the solid line that closely follows them
is the total SVD fit to this spectrum. The uppermost dotted line is the
sum of the fitted contributions of initial autofluorescence for this animal and
PpIX. The lower dashed line represents the summed SVD estimates of Up/Cp
(maximum at 621 nm) and the PpIX photoproducts centered at 676 nm and
654 nm. The dashed-dot line represents the SVD estimate of the contribution
of the sum of the Fourier terms.
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Figure 3.10: Mean spectral amplitudes of (a) photoproduct I and (b) pho-
toproduct II as functions of fluence for 514 nm irradiation. Amplitudes are
plotted as fractions of the initial PpIX amplitude in each case. Error bars
represent the standard deviations within each group. Photoproduct estimates
were determined from the same set of fluorescence spectra that were used to
construct the PpIX photobleaching curves of figure 3.9.
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is increased in a manner that is quantitatively consistent with the findings of

Robinson et al. (1998, particularly figure 7.).

Figures 3.10(a) and (b) show the SVD estimates of the spectral amplitudes of

photoproducts I and II, respectively, for these same sets of spectra. The data from

each experiment are normalized to the initial PpIX amplitude and subsequently

averaged. For all three irradiances, the photoproduct I intensity initially increases

rapidly and then begins to decrease due to photoproduct bleaching. Greater pho-

toproduct accumulation is observed in the 100 mW cm-2 case than in the lower-

irradiance cases. This is likely a result of the lower efficiency of photoproduct

I bleaching in the oxygen-limited, high-irradiance regime. The accumulation of

photoproduct II (figure 3.10(b)) is greatest in the low-irradiance cases where pho-

toproduct I undergoes the most bleaching, suggesting that it is formed as a result

of the bleaching of photoproduct I rather than of PpIX.

3.3.1.3 Up/Cp fluorescence

The PDT-induced appearance of the emission peak at 622 nm, corresponding to

Up/Cp, exhibits an irradiance dependence, with the accumulation of these species

being much greater in the lower-irradiance cases. In figure 3.11, the fitted ampli-

tude of Up/Cp is plotted as a function of fluence. These estimates are normalized

to the initial PpIX amplitude. A possible explanation for the irradiance depen-

dence we observe might be that the appearance of the Up and Cp species is simply

time dependent and manifests most strongly in the lower-irradiance cases because

those cases require more time to deliver a given fluence. In order to rule out this

possibility, we have treated two animals with 100 mW cm−2 irradiation and mon-
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Figure 3.11: Mean spectral amplitude of Up/Cp, normalized to the initial
PpIX level, as a function of fluence for 514 nm irradiation. Up/Cp estimates
were determined from the same set of fluorescence spectra that were used to
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itored their fluorescence for 1 h after the end of treatment. No significant changes

in the spectrum near 622 nm were observed.

3.3.2 Measurement of PpIX photobleaching in human tu-

mors and normal skin in vivo

The opportunity to apply the techniques developed in this chapter to data ob-

tained from human tumors was provided by a collaboration with Dr. Alan Oseroff

at the Roswell Park Cancer Institute in Buffalo, New York. The clinic at Roswell

Park regularly treats patients suffering from nodular basal cell carcinoma using

topically applied ALA. In an effort to establish a fluorescence-based dosimetry

system, preliminary fluorescence measurements have been collected from the skin

of healthy volunteers and from tumor and surrounding tissue in patients being

treated with PDT using 635 nm light. The fluorescence spectra were obtained by

staff scientists at Roswell Park using a home-built fluorescence spectroscopy sys-

tem. Fluorescence was excited by 454 nm light provided by an optical parametric

oscillator and captured by a time-gated intensified CCD. The raw data were then

transferred electronically to a computer in our laboratory for spectral analysis.

Differences in probe geometry and the fact that reflectance measurements,

when taken, were obtained with a separate probe make optical properties correc-

tion of the type described in section 3.2.2 impossible for these data. In the cases

where reflectance was measured, it varied little compared with the changes in flu-

orescence induced by PDT. It is therefore anticipated that the results presented

here would not be significantly affected by a correction for optical properties and
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that the changes observed in fluorescence spectra with irradiation are not the

result of optical changes in the tissue.

In constructing the basis spectra for the spectral analysis of patient data, it

was anticipated that the major components of the in vivo fluorescence spectrum

obtained from human and rat skin treated with ALA would be similar. There-

fore, the basis spectra described in section 3.2.3.1 were adopted for the fitting

described here, with the exception of the autofluorescence spectrum. The human

autofluorescence basis spectrum was constructed from measurements made on the

unsensitized, unirradiated skin of a healthy volunteer. As shown in figure 3.12,

these basis spectra fit the measured fluorescence adequately. The fluorescence

spectrum shown was obtained from a basal cell carcinoma tumor on the skin of

a human patient. The tumor was sensitized with topically applied ALA, and un-

derwent 9 J cm-2 of irradiation at 150 mW cm-2 prior to the acquisition of the

spectrum shown. In the cases investigated thus far, no spectroscopic signature of

photoproduct II or Up/Cp was visible, however these basis spectra were included

in the fit for comparison with the rodent data.

The spectral amplitudes of PpIX and photoproduct I for three sets of fluores-

cence spectra are shown in figure 3.13. The first set was acquired from the normal

skin adjacent to a basal cell carcinoma tumor during treatment at 150 mW cm-2.

Because the irradiance of 150 mW cm-2 was specified in the clinical protocol, it

was not possible to investigate lower irradiance treatment in patients. Therefore,

photobleaching data for treatment at 10 and 50 mW cm-2 was acquired from the

normal skin on the forearm of a healthy volunteer.

While the data shown here are preliminary and involve only one set of spec-
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Figure 3.13: Spectral amplitudes of (a) PpIX and (b) product I returned by
the SVD algorithm for sequential fluorescence spectra taken during PDT of
normal skin adjacent to a basal cell carcinoma tumor at 150 mW cm-2 and
of normal skin in a healthy volunteer at 10 and 50 mW cm-2.

tra per irradiance, several interesting features are evident. First, the irradiance

dependence of the photobleaching observed in rodent skin is reproduced at least

qualitatively in human skin. A quantitative comparison is difficult because differ-

ent irradiances were investigated in the two cases.

In the rodent case, the accumulation of photoproduct I is greater at high ir-

radiance than at low irradiance (see figure 3.10(a)). The product I accumulation

observed in the human data is also irradiance dependent, but here higher irradi-

ance leads to less photoproduct I accumulation. It is possible that this apparent

discrepancy is due to the difference in treatment wavelength between the rodent

and human experiments. If, as postulated on the basis of animal experiments, pho-

toproduct I is bleached by photodynamic action initiated by its own excitation

and subsequently forms product II, production of product II would be dependent
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on efficient excitation of product I, a requirement which may not be satisfied by

the 635 nm treatment light. It is possible that the production of product I is

similar in the two cases, but that its bleaching and the subsequent formation of

product II is observed only under 514 nm irradiation. It is also possible that

some accumulation of product II occurs, but that its fluorescence is not excited

efficiently by the 454 nm excitation light. A definitive comparison between the

human and rodent cases will be possible only if they are treated with irradiation

of identical irradiance and wavelength and interrogated with identical excitation

light. However, the current pilot study does indicate that the spectral analysis

methods and basis spectra developed in the laboratory can readily be applied in

a clinical setting.

3.3.3 mTHPC

3.3.3.1 In vivo mTHPC photobleaching

A typical in vivo fluorescence spectrum obtained from the skin of a rat treated with

mTHPC is illustrated in figure 3.14. The data were corrected for optical properties

before fitting. The dominant feature is the fluorescence emission of mTHPC, with

a maximum near 655 nm. The peaks near 636 and 708 nm arise from endogenous

porphyrins. The SVD algorithm identifies both these components as well as the

contribution from non-porphyrin autofluorescence, as indicated in the figure. The

endogenous porphyrin contribution is larger than that typically found in spectra

measured from the skin of rats immediately after administration of anesthetic.
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Figure 3.14: SVD analysis of a typical pre-irradiation fluorescence spectrum
acquired from the skin of a rat sensitized with mTHPC. The open circles are
the data points. The solid line represents the contribution from mTHPC,
the dashed line, endogenous porphyrins and the dash-dot line, non-porphyrin
autofluorescence. The total fit (dotted line) includes a very small contribution
from the Fourier series (not shown), as described in section 2.5.1.1.

The increase in endogenous porphyrin fluorescence appears to be a long term

effect of the hair removal process, which occurs in this case 72 h before treatment.

A series of reflectance-corrected fluorescence emission spectra, taken every

0.15 J cm-2 during treatment with 5 mW cm-2 irradiation, is shown in figure

3.15(a). We denote the mTHPC amplitude measured after irradiation with flu-

ence φ as A(φ). The normalized mTHPC amplitude An(φ) is then defined as

An(φ) =
A(φ)

A(0)
, (3.2)
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Figure 3.15: (a) Typical series of reflectance-corrected in vivo fluorescence
emission spectra obtained from normal rat skin sensitized with mTHPC dur-
ing irradiation with 650 nm light administered at 5 mW cm-2. Spectra were
taken at 0.15 J cm-2 intervals. (b) mTHPC amplitude returned by the SVD
algorithm as a function of fluence for the same experiment. Each data point
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φd/2 are defined in the text and in the legend to Table 3.3. Representative
curves for the 20 mW cm-2 (c) and 50 mW cm-2 (d) cases are also shown.
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where A(0) is the pre-irradiation amplitude. The normalized mTHPC amplitude,

An(φ), is plotted as a function of fluence in figure 3.15(b). Each point in figure

3.15(b) corresponds to one spectrum in figure 3.15(a).

Bleaching of mTHPC proceeds in two phases. Initially, the spectra exhibit a

gradual decrease in the intensity of the mTHPC peak. This first phase is followed

by a sudden, sharp decrease in mTHPC contribution in the sixth spectrum. This

is reflected in the fitted mTHPC amplitude by a discontinuous change in slope.

The discontinuity is identified by the minimum in the second derivative of An(φ)

with respect to fluence. The fluence at which the discontinuity occurs is denoted as

φd. After φd, bleaching continues at an increased rate. We denote the additional

fluence required to reduce the mTHPC amplitude from An(φd) to An(φd)/2 as

φd/2. These parameters are illustrated in figure 3.15(b) and for representative 20

and 50 mW cm-2 cases, respectively, in figures 3.15(c) and (d). The discontinuity

in bleaching rate is most evident in the lower irradiance cases and is less obvious

by inspection in the 50 mW cm-2 experiments, although the second derivative

analysis finds the discontinuity reproducibly even in this case. The fitted mTHPC

amplitude eventually reaches a level beyond which it bleaches very slowly, despite

the fact that as much as 25% of the initial fluorescence emission attributable to

mTHPC remains unbleached.

The mean mTHPC amplitude as a function of fluence is plotted in figure 3.16

for the 5, 20 and 50 mW cm-2 irradiation cases. Each point on the plot represents

the mean of fitted amplitudes from 8 or 11 experiments, and the error bars indicate

standard deviations within each group. The mean values of the parameters φd,

An(φd) and φd/2 for each irradiance are listed in table 3.3, with uncertainties
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Figure 3.16: Mean mTHPC amplitude as a function of fluence for 650 nm
irradiation at 5, 20 and 50 mW cm-2. Data are normalized before averaging.
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Irradiance (mW cm−2) φd(J cm−2) An(φd) φd/2(J cm−2)

5 (n = 11) 0.97 ± 0.29 0.79 ± 0.006 0.61 ± 0.13
20 (n = 8) 2.37 ± 0.64 0.67 ± 0.07 1.18 ± 0.72
50 (n = 8) 5.3 ± 1.7 0.41 ± 0.09 2.6 ± 1

Table 3.3: Parameters characterizing the irradiance-dependent
features of mTHPC photobleaching in vivo: φd, fluence at
which the bleaching rate discontinuity occurs; A(φd), fraction of
mTHPC bleached at φd; φd/2, fluence required to bleach half of
A(φd). Values are reported as mean ± the standard deviation for
each group

equal to the sample standard deviations. Comparing the three irradiance cases,

three major irradiance-dependent effects are evident. During the first phase of

bleaching, there is no significant difference in bleaching rate among the three

cases. The extent of the first phase, however, is dependent upon irradiance. As

irradiance increases over the range of 5 − 50 mW cm-2, the fluence at which

the first phase ends, φd, increases. Second, the fraction of mTHPC amplitude

remaining after the first phase of bleaching, A(φd), decreases. Finally, the value

of φd/2 increases with irradiance, indicating more efficient bleaching with lower

irradiance during the second phase of bleaching. For φd and A(φd), the difference

between any two irradiance cases was found to be significant to P < 0.0005 using

a two-tailed t-test. The differences in φd/2 were also significant for all pairwise

comparisons (P < 0.02).

In all cases, the bleaching slows or stops, leaving a fraction of the mTHPC

unbleached despite continuing irradiation. Although this bleaching-resistant frac-

tion is difficult to quantify exactly, it appears to decrease with increasing irra-
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Figure 3.17: (a) Mean value of diffuse reflectance at the fluorescence exci-
tation wavelength of 404 nm and (b) spectrally integrated reflectance in the
fluorescence emission window (611− 755 nm) measured from the skin of rats
during irradiation. Data were normalized to the pre-irradiation value before
averaging.

diance from approximately 20% in the 5 mW cm-2 case to less than 10% in the

50 mW cm-2 case.

3.3.3.2 In vivo diffuse reflectance

Figure 3.17(a) shows the reflectance measured in vivo at 404 nm as a function of

fluence during 5, 20 and 50 mW cm-2 irradiation. Each point is the average of

the reflectances measured from the skin of 8 or 11 different experiments. Error

bars represent the standard deviation within each set. In each case, the data are

normalized to their pre-irradiation value before averaging. At all three irradiances,
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the 404 nm reflectance varies in a similar pattern. The reflectance first decreases,

then increases, and then remains constant or slowly decreases again. The initial

decrease is most prominent in the 5 mW cm-2 case and is absent in one of the

20 mW cm-2 experiments and in two 50 mW cm-2 experiments (data not shown).

In each case, the discontinuity in the slope of the mTHPC fluorescence amplitude

occurs during the increase in reflectance at 404 nm. The spectrally integrated

reflectance in the emission window is shown in figure 3.17(b). In this wavelength

range, the reflectance initially increases and then decreases. The onset of the

decrease occurs at approximately φd in each case. No obvious spectral signature

of mTHPC absorption is visible in the reflectance spectra (data not shown).

3.3.4 Photofrin

3.3.4.1 Photofrin bleaching and photoproduct formation

Figure 3.18 illustrates the typical spectral changes observed during in vivo pho-

tobleaching of Photofrin. The spectra in each frame are the average of spectra

taken from six experiments prior to irradiation (dashed lines) and after 9 J cm-2

of irradiation (solid lines). Prior to averaging, the autofluorescence component of

each spectrum was subtracted, and the peak was normalized to 1. Errorbars rep-

resent standard deviations. The spectra of sensitized skin irradiated at 5 mW cm-2

(panel a) and 100 mW cm-2 (panel b) clearly differ. In both cases, the intensi-

ties of the Photofrin emission peaks at 632 and 696 nm are significantly reduced

relative to their pre-irradiation values. The appearance of photoproduct emission

at 655 nm is greater in the lower irradiance case, where a distinguishable peak is
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Figure 3.18: Normalized fluorescence spectra obtained from the normal skin
of Photofrin sensitized rats before irradiation (dashed lines) and after 9 J cm-2

of 514 nm irradiation (solid lines) administered at (a) 5 and (b) 100 mW cm-2.
Each curve is the average of spectra taken from 6 animals; errorbars indicate
standard deviations. Prior to averaging, the autofluorescence component of
each spectrum was subtracted.

visible. In the 100 mW cm-2 case, the photoproduct emission is masked by the

fact that it coincides with a valley in the emission of Photofrin. The SVD fitting

algorithm can separate this component even though it is not obvious to the eye.

The amplitude of the Photofrin component of in vivo fluorescence as a function

of irradiation fluence is plotted in figure 3.19. The data points represent the aver-

age of the amplitudes from 6 independent experiments, and the errorbars depict

standard deviations within each group. The amplitudes are normalized to the ini-

tial (pre-irradiation) amplitude prior to averaging. The bleaching curves observed

in the 5 and 100 mW cm-2 cases are not significantly different. In both cases,

the bleaching is most rapid at the beginning of treatment, and slows as treatment
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Figure 3.19: Normalized Photofrin amplitude as a function of fluence for
514 nm irradiation at 5 and 100 mW cm-2. Each data point is the average
taken from six experiments. The errorbars represent standard deviations.



3.3. IN VIVO PHOTOBLEACHING RESULTS 164

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0 2 4 6 8 10 12 14P
ho

to
pr

od
uc

t F
lu

or
es

ce
nc

e 
A

m
pl

itu
de

Fluence (J cm -2)

5 mW cm -2

100 mW cm -2

Figure 3.20: Normalized amplitude of the Photofrin photoproduct as a func-
tion of fluence for 514 nm irradiation at 5 and 100 mW cm-2. The data here
is taken from the same set of experiments used to generate the curves in
figure 3.19.

progresses. The bleaching of Photofrin appears to stop when the amplitude has

reached approximately 15% of its initial value.

Figure 3.20 shows a plot of the photoproduct amplitude for the same data

sets. Each curve is normalized to the corresponding pre-irradiation amplitude of

Photofrin prior to averaging. The PDT-induced accumulation of the photoprod-

uct is irradiance dependent, with significantly greater accumulation in the lower

irradiance case.
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Figure 3.21: Normalized skin reflectance (a) at 404 nm and (b) integrated
over the emission window during Photofrin PDT at 5 mW cm-2 (open circles)
and 100 mW cm-2 (filled circles).

3.3.4.2 Diffuse reflectance

Figure 3.21 illustrates the reflectance recorded at the excitation wavelength (panel

a) and integrated over the emission window (panel b) during PDT, taken from

the same data sets used to create figures 3.19 and 3.20. The 404 nm reflectance

observed during 5 mW cm-2 irradiation first decreases and then recovers. It is pos-

sible that a similar effect occurs in the 100 mW cm-2 case, however the frequency

of data collection is such that the initial decrease may fall between samples. In the

100 mW cm-2 case, the reflectance increases to approximately 110% of its initial

value. In the emission window, the changes in reflectance are less severe than at

404 nm.
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3.4 Discussion

The experiments described here demonstrate significant irradiance dependence to

the photobleaching and/or photoproduct accumulation kinetics of three differ-

ent sensitizers. While the behaviors of the three are very different in detail, in

vivo fluorescence measurements can provide useful dosimetric information in each

case. The similarities and differences among the three cases are discussed in the

following sections.

3.4.1 Diffuse reflectance

Measurements of the reflectance at the excitation and emission wavelengths al-

low correction of the fluorescence for the effects of tissue optical properties. In

addition, the reflectance may report changes in tissue scattering, blood volume,

hemoglobin oxygenation or concentration of other absorbers. We hypothesize that

the trends observed in the present studies (see figures 3.6, 3.17 and 3.21) can be

explained by a combination of absorption and scattering changes.

The absorption coefficient of hemoglobin at physiological concentration and

various oxygen saturations at the excitation and emission wavelengths is sum-

marized in table 3.4. The absorption coefficient of hemoglobin in pure solution

at 404 nm changes by a factor of 20% upon deoxygenation. However, when the

hemoglobin is packaged in red blood cells, the magnitude of this change is reduced

to less than 4% by the spectral flattening effect described in chapter 2. Because

the dependence on oxygen saturation has opposite effects on the reflectance at the

excitation and emission wavelengths, reflectance changes that result from shifts in
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Oxygen Mean µa (mm−1)
Saturation 404 nm 600-700 nm

0% 1.52 0.055
50% 1.55 0.032
100% 1.58 0.0079

Table 3.4: Hemoglobin absorption relevant to reflectance mea-
sured during in vivo photobleaching experiments. Each column
lists the mean value of tissue µa in the wavelength ranges at
which diffuse reflectance was monitored during PDT experiments
for various values of the hemoglobin oxygen saturation. The
hemoglobin concentration was assumed to be 50 µM.

hemoglobin oxygen saturation can be separated from those resulting from changes

in blood volume or tissue scattering, which would shift reflectance at both wave-

lengths in the same direction. Because of the spectral flattening effect, however,

changes in reflectance at 404 nm larger than a few percent cannot be explained

purely by oxygenation changes.

Upon irradiation, each of the sensitizers we investigated induces a reproducible

change in the reflectance measured from the skin. The details of the reflectance

response are sensitizer-specific. In the case of PpIX, the reflectance values in

the two wavelength ranges both increase during irradiation, indicating that they

are dominated by effects other than shifts in oxygen saturation. Specifically,

ALA PDT results in visibly apparent whitening or blanching of the tissue, likely

resulting from a decrease in blood volume or an increase in scattering.

Tissue treated with Photofrin-PDT also exhibits blanching at low irradiance,

which is reported in the increase in reflectance at fluences greater than 4 J cm-2.

At high irradiance, the 404 nm reflectance increases steadily with irradiation,
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while the emission window reflectance decreases slightly. This pattern is consis-

tent with a switch from oxy- to deoxyhemoglobin resulting from photodynamic

oxygen depletion. The fact that the magnitude of the change is greater at the ex-

citation wavelength, however, makes it unlikely that these changes are due purely

to changes in oxygenation. The initial decrease in reflectance in both wavelength

regimes in the low irradiance case may indicate a transient increase in blood vol-

ume.

With the onset of irradiation of mTHPC-sensitized tissue, the reflectance at

the excitation wavelength decreases, whereas that in the emission window in-

creases. This is consistent with absorption changes caused by a shift from deoxy-

to oxyhemoglobin, a possible result of increased blood flow in response to ini-

tial tissue damage. As in the case of Photofrin, the magnitude of the change

is greater at the excitation wavelength than in the emission window, indicating

the presence of changes unrelated to hemoglobin oxygenation. The subsequent

irradiance-dependent increase in reflectance at 404 nm may be indicative of in-

creased scattering resulting from tissue swelling or decreased absorption because

of reduced blood oxygenation.

The measurements of integrated reflectance reported here are useful for observ-

ing general trends, however they are not sufficient to elucidate the physiological

causes of changes in reflectance or even to uniquely separate the effects of changes

in absorption and scattering. The variety of reflectance changes observed with

different sensitizers and under different treatment irradiances motivates the de-

velopment and utilization of more sophisticated reflectance measurements. Hull

et al. (1999) have demonstrated a method of radially resolved diffuse reflectance
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spectroscopy capable of identifying changes in hemoglobin saturation and con-

centration in vivo, however their method requires sampling of an area of tissue

larger than the treatment field in our experiments. The need for a reflectance

measurement compatible with small sample volumes motivates the development

of short source-detector separation methods (Hull and Foster, 2001) and the single

source-detector methods described in chapter 4.

3.4.2 ALA-induced PpIX

3.4.2.1 In vivo bleaching of PpIX

In the case of ALA-induced PpIX, we observe irradiance dependent photobleach-

ing that is consistent with an oxygen-dependent photobleaching mechanism. This

phenomenon has been observed during PDT conducted using 514 nm irradiation

over a range of clinically relevant irradiances (figure 3.9(a)). The irradiance de-

pendence of the rate of PpIX photobleaching and of photoproduct accumulation

and subsequent bleaching is potentially significant for photodynamic dosimetry

and provides direct experimental support for an oxygen-based interpretation of

irradiance-dependent tumor response to PDT, which has been demonstrated for

ALA-induced PpIX in vivo (Hua et al., 1995) and for several other photosensitiz-

ers (Veenhuizen and Stewart, 1995). To the extent that photodynamic damage

and photodegradation of the photosensitizer are both mediated by an oxygen-

dependent photochemistry, greater photobleaching at a given fluence implies that

greater photodynamic damage has also been deposited. Thus, while an enhanced

tumor response to PDT administered at low irradiance has been recognized for
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some time, our results and those of Robinson et al. (1998; 1999) provide physical

evidence that this biological effect is indeed a response to increased photodynamic

dose.

A second observation that has possible importance for dosimetry is the fact

that the irradiance dependence to the rate of PpIX photobleaching persists down

to surprisingly low irradiances. As shown in figure 3.9(a), the loss of PpIX flu-

orescence vs fluence is more efficient when the irradiance is reduced from 5 to

1 mW cm-2. This may suggest that type-II photochemistry is limited by photo-

chemical oxygen depletion even at these very low irradiances.

3.4.2.2 Comparison with previously published studies

The PpIX bleaching results presented here quantitatively reproduce the previ-

ously reported findings of Robinson et al. (1998; 1999), while differing rather

dramatically from those of Sørensen et al. (1998) and Iinuma et al. (1999), who

found no irradiance dependence to the rate of PpIX bleaching induced by 630 and

636 nm irradiation, respectively. While differences in tissue type, animal model

and experimental setup make exact accounting for the causes of this discrepancy

impossible, several factors may be identified that could account for the differences

between the results of Robinson et al. and ours on the one hand and those of

Iinuma et al. and Sørensen et al. on the other.

The important experimental differences among the four studies include the

choice of PDT treatment and fluorescence excitation wavelengths, PDT treat-

ment irradiances and the wavelength range and method of fluorescence detection,

as summarized in table 3.5. Our studies in rodents and human patients make use
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Study PDT Treatment Excitation Detection
λ (nm) Irradiance λ (nm) λ (nm) Method

(mW cm−2)
Finlay 514 1, 5, 100 403 575− 720 SVD fitting

Robinson 514 10, 150 514 550− 794 Nonlinear fitting
Roswell 635 10, 50, 150 454 600− 720 SVD fitting
Sørensen 636 37.5, 75, 150, 636 715± 5 Integration

300, 500
Iinuma 630 30, 100 630 675− 720 Integration

Table 3.5: Comparison of the PDT treatment parameters and
fluorescence excitation and detection wavelengths utilized in our
own and three other published studies of PpIX photobleaching.
‘Roswell’ indicates the study of fluorescence spectra obtained at
the Roswell Park Cancer Center and analyzed using our SVD
algorithm.

of spectrally resolved data acquisition and spectral fitting to separate the fluo-

rescence of PpIX from autofluorescence and photoproduct emission. In contrast,

the Sørensen and Iinuma studies take the integrated fluorescence intensity over a

pre-determined wavelength range as a measure of the PpIX concentration. This

method allows signal from autofluorescence and photoproducts to be erroneously

included in the reported PpIX signal. In order to assess the effect of this dif-

ference in detection schemes, we have re-analyzed the human data acquired at

Roswell Park Cancer Center using methods that mimic those of Sørensen et al.

and Iinuma et al. Specifically, we have taken the total signal within the wave-

length range utilized by each study (see table 3.5) as the PpIX amplitude. The

fluorescence amplitudes obtained using the integration ranges of the Sørensen and

Iinuma studies are shown in figure 3.22(b) and (c), respectively. For compari-

son, panel (a) reproduces the amplitudes reported in figure 3.13 obtained with
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Figure 3.22: Normalized amplitude of PpIX as reported by (a) SVD analy-
sis (see section 2.5.1) and by the spectral integration methods used by (b)
Sørensen et al. (1998) and by (c) Iinuma et al. (1999) . The data used are
the same used to generate figure 3.13.

SVD fitting. The spectrally integrating methods fail to capture the irradiance

dependence of the photobleaching in this case. It is clear from the SVD-derived

amplitude of the autofluorescence basis spectrum that this is due in large part to

variations in autofluorescence, however a spectrally resolved method is required to

make that diagnosis. When the fluorescence spectra are adjusted for differences in

autofluorescence prior to analysis, the spectrally integrating methods are capable

of distinguishing an irradiance dependence, however the differences between the

low and high irradiance cases are reduced (data not shown). The differences in

data analysis methods do not entirely explain the discrepancy between our results

and those of Iinuma and Sørensen, however the analysis depicted in figure 3.22

demonstrates the danger of using spectrally integrating methods in cases where

fluorophores other than the sensitizer are present.

Another effect that may be particularly important in studies comparing
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different irradiances is the oxygen dependence of the absorption spectrum of

hemoglobin, which is the most important tissue chromophore in this wavelength

range. Deoxyhemoglobin is significantly more absorbing than is oxyhemoglobin

in the 620 − 720 nm wavelength range (Jope, 1949) where the fluorescence was

excited and detected and the treatment light was delivered in the Sørensen and

Iinuma studies. Conversion of oxy- to deoxyhemoglobin during PDT would in-

crease the tissue absorption at both the excitation and emission wavelengths used

in their experiments, thereby decreasing the measured fluorescence and giving rise

to an apparent increase in the rate of photobleaching. Because tissue deoxygena-

tion is expected to be more rapid and more pronounced at higher irradiance, a

decreased photobleaching efficiency could be masked by the increased attenuation

of the excitation light and the fluorescence emission. Interestingly, the 514 nm

excitation used by Robinson et al. corresponds to a nearly isosbestic point in

the hemoglobin spectra. Independent of the choice of excitation wavelength, the

significant oxygen-dependent changes in hemoglobin absorption throughout the

wavelengths corresponding to the emission spectrum of PpIX motivate careful

attention to correction for optical properties in fluorescence measurements per-

formed during PDT.

A related consequence of the wavelength dependence of tissue optical proper-

ties is the fact that the volume of tissue sampled by fluorescence measurements

made with different excitation wavelengths is significantly different. To assess this

effect, we have used a Monte Carlo algorithm (see appendix A) to calculate the

mean depth of origin of the fluorescence captured by the detectors used in each of

the studies being compared. Differences in detector geometry and tissue optical
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Mean depth of detected fluorescence (mm)
Hb sat. 0% 50% 100%
Finlay 0.30 0.30 0.30

Robinson 0.67 0.74 0.82
Sørensen 1.26 1.42 2.03
Iinuma 1.55 1.97 3.14

Table 3.6: Mean depth of origin of fluorescence collected by the
detectors used in various PpIX bleaching studies, as determined
by Monte Carlo simulation.

properties at the excitation and detection wavelengths result in remarkably differ-

ent depths being probed by the different methods. Table 3.6 lists the mean depth

of origin of fluorescence for the detection geometry and wavelengths used in each

study assuming tissue hemoglobin concentration of 50 µM at oxygen saturations

of 0, 50 and 100%. Homogenous distribution of fluorophore was assumed. In

reality, as treatment progresses, the upper layers of tissue will undergo more rapid

bleaching, with the result that the depth at which appreciable fluorescence is cre-

ated increases with irradiation (Farrell et al., 1998). The depth of fluorescence

collected using longer wavelength excitation as in the Iinuma and Sørensen studies

decreases by approximately a factor of two in the event that the tissue becomes

deoxygenated, biasing the sampled volume toward more superficial layers of tis-

sue. This effect compounds the decrease in observed fluorescence as a result of

increased absorption. The volume of tissue probed by fluorescence measurements

made using shorter excitation wavelengths is insensitive to changes in hemoglobin

saturation, minimizing these problems

Based on the arguments outlined above, it is plausible that the discrepancies

among the four studies compared here are due in large part to differences in
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treatment, excitation and detection wavelength. However, lack of knowledge of

the detailed tissue optical properties and oxygen concentrations encountered in

each case makes a quantitative assessment of the these effects impossible.

3.4.2.3 Photoproduct dynamics

The accumulation kinetics of the two PpIX fluorescent photoproducts are consis-

tent with production and bleaching of these photoproducts at rates that depend

on irradiance. Lower irradiance PDT causes more efficient bleaching of PpIX and,

presumably, more efficient photoproduct I formation. But lower irradiance also

leads to more efficient photoproduct I bleaching, as evidenced by the lower net ac-

cumulation of photoproduct I (see figure 3.10). In one 100 mW cm-2 experiment,

prolonged irradiation was observed to bleach the majority of the photoproduct I

amplitude (data not shown). In this case, the disappearance of photoproduct I

was accompanied by an accumulation of photoproduct II, indicating that product

II is produced by the bleaching of product I rather than of the PpIX. Indeed,

accumulation of photoproduct II is greatest in the low-irradiance cases, where

photoproduct I undergoes the most bleaching. Photoproduct II is also photo-

bleached (figure 3.10(b)); however, the lack of its significant accumulation in the

100 mW cm-2 case makes it impossible to determine whether this bleaching is

irradiance dependent.

Another potentially interesting and unanticipated finding to emerge from spec-

troscopic studies of PpIX bleaching is the irradiance dependence of the appear-

ance of Up/Cp emission near 620 nm. This peak is clearly evident in the spectrum

shown in figure 3.7(c) and its amplitude vs fluence is summarized in figure 3.11.
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Because these porphyrins are synthesized in the cytosol, their accumulation in re-

sponse to PDT may be the result of photodynamic damage to the mitochondria,

where the final steps of heme synthesis occur. Dietel et al. (1997) have observed

enhanced accumulation of water-soluble porphyrins in a mouse tumor model un-

der conditions of reduced mitochondrial viability. Thus the irradiance-dependent

emission at 622 nm that we observe is spectroscopic evidence for greater mito-

chondrial damage at the reduced irradiances. Because the formation of Up and

Cp is dependent on excess ALA, its use in dosimetry is limited to the case of

ALA-induced PpIX.

It should be noted that the emission spectra of protonated Up and Cp found

in aqueous solutions of very low pH exhibit peaks in the same region of the spec-

trum as does photoproduct II, leading to possible ambiguity in the choice of basis

spectra. However, as the protonated species of Up and Cp are present only at pH

of approximately 6 or lower and because we see no evidence of the secondary emis-

sion peaks of these species in our in vivo data, they do not appear to contribute

significantly to the in vivo fluorescence.

Observation of photoproduct accumulation requires that spectrally resolved

methods be used to separate the fluorescence contributions of the primary sensi-

tizer and its photoproducts. Therefore, comparisons of photoproduct accumula-

tion are only possible between our work and that of Robinson et al. Those au-

thors observed only one photoproduct, which corresponds to our photoproduct I.

They have demonstrated an irradiance dependence to the rate of photoproduct I

formation under conditions of 514 nm irradiation and observed appreciable photo-

product I photobleaching, although the dynamics they reported are much different
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than those that we observe (Robinson et al., 1999). This discrepancy may be due

to differences in the methods of spectral analysis. The Robinson study modelled

the fluorescence emission as a superposition of Lorentzian lineshapes, but did not

explicitly include a basis spectrum for product II. We note, however, that the ki-

netics Robinson reports for photoproduct I are qualitatively similar to the kinetics

we find for the sum of the two photoproducts.

It is interesting to note that the photoproduct dynamics observed by Robinson

et al. under 514 nm irradiation are in qualitative agreement with those we observe

in the case of ALA-sensitized human skin in vivo irradiated with 635 nm light

and excited at 454 nm (see figure 3.13). In both cases only one photoproduct

was observed. It is possible that photoproduct II is not excited efficiently at 514

or 454 nm. Regardless of the excitation wavelength, the differences in product I

kinetics between our rodent data on one hand and our human data and Robinson’s

rodent data on the other are still unexplained. The human treatments at Roswell

Park and Robinson’s mouse experiments both utilize topically applied ALA, in

contrast to the systemic administration used in our rat experiments. To rule out

the route of ALA application as a cause of the differences between the studies,

we have treated two rats with topically applied ALA (data not shown) and have

observed photobleaching and photoproduct accumulation indistinguishable from

that observed in rats sensitized systemically.

Irradiance dependence in the rate of photoproduct formation and bleaching

in vivo is consistent with an oxygen mediated reaction mechanism, as has been

proposed by others (Gudgin Dickson and Pottier, 1995; König et al., 1993, and

references therein). The use of photoproduct fluorescence as a dosimeter is com-
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plicated by the fact that the photoproduct itself is capable of undergoing bleach-

ing, evident in figures 3.10(b) and (c). The fact that photoproduct production

and bleaching are competing processes makes it impossible to measure the to-

tal amount of photoproduct produced or the total amount bleached at any given

fluence.

3.4.3 mTHPC

Based on prior findings (Coutier et al., 2001; Hadjur et al., 1998), it was expected

that the photobleaching of mTHPC in vivo would be singlet-oxygen mediated

and thus exhibit an irradiance dependence similar to that of ALA-induced PpIX.

However, the bleaching behavior we observe is remarkably complicated, with two

distinct phases of bleaching and a number of irradiance-dependent features (see

figure 3.16). Although the initial phase of bleaching does not exhibit significant

irradiance dependence, the fluence required to trigger the onset of the second

phase depends strongly on irradiance. Further, the mTHPC amplitude remaining

at this transition decreases significantly with increasing irradiance. This indi-

cates the presence of an irradiance-dependent phenomenon during the first phase,

which is not reported by the rate of fluorescence loss. During the second phase of

bleaching, the loss of fluorescence is more efficient with respect to fluence at lower

irradiance. This behavior is consistent with 1O2-mediated bleaching in which the

higher irradiance treatments cause more significant oxygen depletion.

A possible explanation for the two-phase nature of the in vivo photobleaching

might be redistribution of mTHPC within the tissue. Previous work by others and

by our group has investigated such a phenomenon in cells and spheroids treated
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with sensitizers that localize to lysosomes (Berg et al., 1991; Georgakoudi and Fos-

ter, 1998a; Peng et al., 1991). In those studies, the photosensitizers were observed

to relocalize from the lysosomes to the cytosol of cells in response to irradiation.

Oxygen concentration measurements performed at the edge of spheroids incubated

with a Nile blue derivative showed a sudden increase in the oxygen consumption

rate at a fluence corresponding to the observed relocalization (Georgakoudi and

Foster, 1998a). In contrast, the oxygen concentration changes measured in our

laboratory with mTHPC-sensitized spheroids during irradiation showed no fea-

tures analogous to the two-phase bleaching observed in vivo (Finlay et al., 2002).

Melnikova et al. (1999a) studied the subcellular localization of mTHPC in human

tumor cells and saw no evidence of irradiation-induced relocalization of the sensi-

tizer. If drug relocalization is responsible for the bleaching behavior we observe,

it is possible that the process is unique to the in vivo environment.

Coutier et al. (2001) used the intensity of the fluorescence emission at 650 nm

to directly measure the photobleaching of mTHPC in Colo 26 spheroids treated

with 650 nm light at 5, 30 and 90 mW cm-2. They observed more efficient bleaching

at lower irradiance but did not observe a discontinuity in bleaching rate. However,

because the fluorescence was sampled only at 5, 10, 15 and 30 J cm-2 in that

study, it is possible that this feature was missed. Indeed, in the present study,

fluorescence measurements at fluence intervals as short as 0.15 J cm-2 were required

to accurately assess the shape of the bleaching curve. The presence or absence of

such behavior in the spheroid model could be verified by a study whose design is

informed by our in vivo results.

Another unusual feature of the in vivo fluorescence kinetics of mTHPC is the
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relatively large fraction of the sensitizer that appears resistant to bleaching. The

analysis of our in vivo fluorescence spectra is complicated by the presence of en-

dogenous porphyrins, whose fluorescence is similar to that of PpIX. It is possible

that some bleaching of these porphyrins is sensitized by mTHPC, leading to the

accumulation of the fluorescent photoproducts described in section 3.2.3.1. In

experiments where the endogenous porphyrin contribution is unusually high, the

SVD fitting algorithm reveals slight bleaching of the endogenous porphyrins and

accumulation of the 676 nm photoproduct. It is possible that the 654 nm photo-

product is present as well, but this is spectrally indistinguishable from mTHPC.

The presence of this second photoproduct would cause a systematic overestimation

of the mTHPC amplitude, which would become greater as treatment progressed.

Although this effect may be a minor source of error in our results, its magnitude

is not sufficient to completely account for the fraction of mTHPC that remains

unbleached after treatment.

The complexity of the mTHPC bleaching kinetics we observe in vivo motivates

further study. Bleaching exhibiting two distinct phases is not evident in oxygen

concentration measurements performed in our laboratory with mTHPC-sensitized

spheroids (data not shown) nor is it predicted by the bleaching model presented in

section 2.6, which incorporates both 1O2 mediated and triplet sensitizer-mediated

bleaching mechanisms. It is possible that mTHPC bleaches partially via a mech-

anism or combination of mechanisms that is not directly reported by oxygen con-

centration or that the two-phase bleaching is the result of processes unique to the

in vivo environment, for example, therapy-induced physiological responses such as

changes in blood flow. Another possibility is the presence of multiple populations
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of mTHPC within the tissue that bleach via mechanisms with different oxygen

dependencies. Ongoing studies in our laboratory will use confocal fluorescence

microscopy to observe the photobleaching of mTHPC at various distances from

the center of an intact spheroid at irradiation intervals informed by our in vivo

results. These studies will allow the fundamental photophysical processes present

in both the in vivo and spheroid systems to be separated from factors such as

blood flow and macroscopic physiological response that are unique to the in vivo

environment.

3.4.4 Photofrin

Previous studies of the photobleaching of Photofrin conducted in our laboratory

have utilized a multicell tumor spheroid model (Georgakoudi et al., 1997). The

experiments detailed in that paper measured the photobleaching of Photofrin in-

directly via its effect on the oxygen concentration measured by an oxygen sensitive

electrode at the edge of the spheroid. These measurements were shown to be con-

sistent with photobleaching mediated by 1O2. If Photofrin is bleached by the same

mechanism in vivo, we expect more efficient photobleaching at lower irradiance.

However, we observe no irradiance dependence in photobleaching in our in vivo

fluorescence measurements, as shown in figure 3.19.

Despite the lack of irradiance dependence in the in vivo bleaching of Photofrin

itself, the accumulation of photoproduct is significantly greater at lower irradiance

in vivo, as shown in figure 3.20. This trend is expected when the photoproduct is

produced by the reaction of 1O2 with the primary sensitizer. Indeed, experiments

reported by König et al. (1990) on the photobleaching of the Photofrin-like mixture
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hematoporphyrin derivative (HPD) in aqueous solution showed that photoproduct

formation was inhibited by 1O2 scavengers, indicating direct involvement of 1O2

in photoproduct production.

It is possible that our in vivo observations can be reconciled with the previous

measurements made in spheroids by a model in which the bleaching of Photofrin

can proceed either via 1O2 reactions or through reactions between the sensitizer

triplet state and cellular targets, but in which only 1O2-mediated bleaching reac-

tions lead to photoproduct formation. The derivation of kinetic equations describ-

ing such a simultaneous singlet oxygen- and triplet-mediated bleaching (SSTB)

mechanism are outlined in section 2.6 of this thesis, where it is shown that for a

given set of physical parameters, the relative importance of the 1O2- and triplet-

mediated mechanisms is determined by the rate constants for the possible reac-

tions of the sensitizer and oxygen and by the concentration of the sensitizer. For

the purposes of the arguments outlined below, we have adopted the values of rate

constants and photophysical parameters listed in table 2.3.

First, we consider the spheroid model system. In a previous study in our lab-

oratory, Nichols and Foster (1994) used a scintillation counting assay to observe

the uptake by spheroids of [14C]polyhaematoporphyrin, a radioactively labelled

analogue of Photofrin. In that study, it was determined that the sensitizer con-

centration in spheroids under conditions identical to those employed in the subse-

quent photobleaching study was 102 µg ml-1, or 170 µM. Figure 3.23(a) illustrates

the bleaching curves predicted by the SSTB mechanism outlined in section 2.6 for

spheroids at oxygen concentrations of 240 µM (air-saturated) and 5 µM for the

range of fluences over which electrode measurements were made. The sensitizer
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Figure 3.23: Bleaching predicted for spheroids (a) by the mixed-mechanism
model and (b) by a model including only 1O2-mediated bleaching In each
case, curves are plotted for high (- - -) and low (—) oxygen concentrations.
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concentration is plotted as a fraction of its initial value. The corresponding curves

for purely 1O2-mediated bleaching are shown in figure 3.23(b). In both cases, the

bleaching is more rapid when oxygen is abundant, indicating that 1O2-mediated

bleaching dominates even when the triplet-mediated mechanism is available. The

determination that Photofrin bleaching in spheroids is mediated by 1O2 is based

on the fact that an oxygen diffusion-with-consumption model incorporating 1O2-

mediated bleaching provides a better fit to the oxygen concentration data taken

at the edge of a spheroid during irradiation than corresponding models for bleach-

ing mediated purely by excited singlet or triplet sensitizer reactions (Georgakoudi

et al., 1997). It is possible that the 1O2-mediated bleaching model would also

provide adequate fits to oxygen measurements made in the presence of bleach-

ing which included a small contribution from triplet sensitizer reactions, in which

case the triplet contribution would not be detected. This is plausible given the

similarity of the curves shown in figures 3.23(a) and (b).

Our in vivo experiments were conducted on the normal skin of rats 24 hours

after i.v. injection of 10 mg kg-1 Photofrin. We have not measured the concentra-

tion of Photofrin in the skin under these conditions, however it can be estimated

based on values from the literature. Windahl et al. (1993) found Photofrin concen-

trations in the lungs and hearts of rats injected 1 hour previously with 10 mg kg-1

Photofrin to be approximately 25 and 15 µg g-1, respectively, and reported that

these concentrations changed little over the 48 hours following injection. The up-

take of Photofrin in mouse skin 24 hours after i.p. injection is similar to that in the

lung and heart, as measured by Gibson et al. (1994). Based on these studies, we es-

timate that the concentration of Photofrin in the skin of our rats is approximately
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20 µg g-1. Assuming a tissue density of 1 g cm-3, this corresponds to a concentra-

tion of 34 µM, five-fold less than that measured in spheroids under our incubation

conditions. The photobleaching of Photofrin and accumulation of photoproduct

predicted by the SSTB model for this lower initial sensitizer concentration are

plotted in figure 3.24. Both the sensitizer and photoproduct concentrations are

plotted as fractions of the initial sensitizer concentration. Unlike the spheroids

used in our previous studies, tissues in vivo do not have direct access to an air-

saturated oxygen supply. The concentration of oxygen which is considered normal

for tissues is approximately 67 µM (Boag, 1969). The two curves shown in each

panel of figure 3.24 represent conditions of normal (67 µM) and reduced (5 µM)

tissue oxygenation, corresponding to low and high irradiance irradiation, respec-

tively. The oxygen dependence in the photobleaching profile is slight enough to

be masked by experimental error, while the photoproduct accumulation is sig-

nificantly greater when oxygen is abundant. The qualitative similarity between

these curves and the corresponding measured in vivo data (figures 3.19 and 3.20)

is clear, although the fluence at which a given fraction of bleaching occurs differs.

In highly scattering media such as tissue illuminated by plane-wave irradiation,

the irradiance within the superficial 2 mm may be higher than that of the inci-

dent beam by a factor of 3 to 4, depending on tissue optical properties and the

refractive index mismatch between the tissue and the surrounding air (Jacques,

1992; Star, 1989). Taking into account this irradiance enhancement, the bleaching

and photoproduct accumulation observed in vivo require approximately 2.5 times

less total fluence than the SSTB model predicts. Given the uncertainty in the

bleaching parameters measured in spheroids, the simplification of treating living
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Figure 3.24: Concentrations of (a) ground state sensitizer and (b) photoprod-
uct predicted by kinetic equations for mixed-mechanism bleaching in the case
of constant oxygen for well (- - -) and poorly (—) oxygenated tissue based
on estimated in vivo conditions. (Reproduced from figure 2.12.)
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tissue as a uniformly oxygenated homogeneous medium and the neglect of oxygen

consumption and diffusion effects, this discrepancy is a minor one.

Figures 3.23 and 3.24 illustrate that the apparently conflicting observations

regarding photobleaching mechanism made in tumor spheroids and in rat skin

in vivo can be reconciled within the context of a model which incorporates two

simultaneous bleaching mechanisms. The only differences between the two sys-

tems are the availability of oxygen and the initial concentration of Photofrin. The

prediction that the particular sensitizer concentrations present in the two cases

lead to such different bleaching profiles is highly dependent on the chosen values

of the kinetic parameters described in section 2.6. Among these parameters, only

(kta[A]/kot) has not been measured in spheroids. While we have not measured

(kta[A]/kot) directly, our in vivo observations can be used to constrain its value.

The bleaching curves shown in figure 3.24(a) assume that (kta[A]/kot) is equal

to 6×10−9 M-1s-1. The effects on the bleaching profile of increasing and decreas-

ing (kta[A]/kot) by a factor of two are shown in figures 3.25(a) and (b) respec-

tively. When (kta[A]/kot) is increased, the triplet-mediated bleaching mechanism

becomes dominant, and the bleaching is more efficient at low oxygen concentra-

tion. Conversely, a two-fold lower value of (kta[A]/kot) leads to more efficient

bleaching in well-oxygenated tissue. The observation of irradiance-independent

photobleaching therefore constrains the value of (kta[A]/kot) to within a factor of

2 of 6×10−9 M-1s-1.

Several possible experiments could test whether multiple simultaneous bleach-

ing mechanisms are in fact involved in the bleaching of Photofrin. The most obvi-

ous test would be a measurement of photobleaching, either directly or via oxygen
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Figure 3.25: Effect on the predicted photobleaching rate of (a) increasing
or (b) decreasing the value of the parameter (kta[A]/kot) by a factor of 2
relative to the conditions shown in figure 3.24(a). All other parameters were
unchanged.
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concentration, in spheroids incubated with a lower concentration of Photofrin.

On-going experiments in our laboratory will use spatially-resolved confocal fluo-

rescence spectroscopy to directly evaluate the photobleaching and photoproduct

accumulation in spheroids incubated with a range of Photofrin concentrations. Al-

ternatively, the observation of bleaching in completely deoxygenated tissue would

indicate that a non-1O2-mediated mechanism of bleaching is available.

During in vivo studies conducted on Photofrin-sensitized mouse mammary tu-

mors irradiated with 630 nm light, Mang et al. (1987) observed one case in which

the rate of photobleaching in a tumor treated ex vivo was increased compared with

that observed in vivo, an observation which provides at least anecdotal evidence

of a triplet-mediated bleaching mechanism. That study did not find evidence for a

sensitizer concentration dependence in the photobleaching rate, despite examining

a large range (15−60 mg kg-1) of injected sensitizer doses. The SSTB model would

predict more rapid bleaching and photoproduct accumulation as the concentration

of sensitizer was increased. It is possible that such a concentration dependence

was in fact present in the cases observed in the Mang study, but that the method

of measurement and data analysis employed did not allow it to be detected. Like

the ALA-PpIX bleaching work of Sørensen et al. (1998) and Iinuma et al. (1999)

described in the previous sections, that study did not spectrally resolve the fluo-

rescence emission and thus could not distinguish between the primary sensitizer

and its photoproduct. The spectrally integrating measurement is sensitive only to

the sum of the emissions of Photofrin and its product over some wavelength range.

It is therefore possible in such a measurement for an increase in photobleaching to

be offset by an increase in photoproduct accumulation. In that case, the bleaching
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observed at low sensitizer concentration (with slow bleaching and slow photoprod-

uct accumulation) and that observed at high concentration (with rapid bleaching

and rapid photoproduct accumulation) would be difficult to distinguish.

The consequences of bleaching via multiple simultaneous mechanisms for the

clinical implementation of fluorescence dosimetry during PDT warrant some at-

tention. The use of fluorescence photobleaching for real-time dosimetry depends

on knowledge of the relationship between bleaching and dose. As demonstrated

in section 2.6, this relationship is dependent on the initial sensitizer concentra-

tion if multiple bleaching mechanisms are present. One potential solution to this

difficulty is to use high enough doses of sensitizer to assure that the bleaching is

always 1O2-dominated. In clinical practice, where skin photosensitivity is already

a concern, increasing the drug dose is unlikely to be practical. In cases where

triplet-mediated bleaching plays a significant role, our in vivo data suggest that

the accumulation of photoproduct may be more useful for dosimetry than the

photobleaching, a concept borne out by the SSTB model. The results presented

here motivate careful attention to the local concentration of sensitizer and to the

details of its bleaching mechanism in the formulation of dosimetry and treatment

protocols.

3.4.5 Conclusions and future directions

The use of fluorescence spectroscopy as a tool for quantitative dosimetry in PDT

is a promising possibility. However, significant development is still required be-

fore clinical implementation will be possible. In particular, it is important to

realize that each sensitizer is likely to have its own unique spectroscopic behavior.
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Photofrin exhibits irradiance dependence only in the accumulation of photoprod-

uct. In contrast, PpIX exhibits irradiance dependence in both the bleaching of the

sensitizer and the formation of photoproducts (Finlay et al., 2001; Robinson et al.,

1998; 1999). mTHPC, which does not form fluorescent photoproducts, exhibits a

two-phase bleaching profile, with only the later stage being irradiance dependent.

While each sensitizer has a characteristic spectroscopic signature which is likely

related to photodynamic dose, no single metric is generally applicable.

Modelling of oxygen transport and consumption in multicell tumor spheroids

has been demonstrated previously (Georgakoudi and Foster, 1998b; Georgakoudi

et al., 1997). Extension of this model to a geometry and set of boundary con-

ditions appropriate to capillaries would allow rigorous evaluation of the effects

of photodynamic oxygen consumption on local tissue and vascular oxygen ten-

sion. The SSTB model used above to describe the photobleaching of Photofrin

could be made more accurate by the explicit incorporation of the effects of oxy-

gen consumption and diffusion. Non-invasive measurements of vascular oxygen

tension via diffuse reflectance spectroscopy will allow monitoring of oxygenation

as well as sensitizer concentration during PDT. A new strategy for acquiring such

measurements in vivo is presented in chapter 4.

The effectiveness of photodynamic treatment is also highly dependent on the

distribution of light within the target tissue, which in turn depends on tissue

optical properties which are effected by local vascular oxygenation. Methods for

evaluating heterogeneity in optical properties and in distribution of sensitizer in

tumors and making corresponding adjustments to the irradiation protocol are

under investigation by several groups (Lee et al., 2003; Solonenko et al., 2002).
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Using the volume-averaged measurements of oxygenation provided by diffuse

reflectance spectroscopy and of photobleaching provided by fluorescence spec-

troscopy and a model which makes reasonable assumptions about capillary spacing

and oxygenation of supply vasculature, it may eventually be possible to evaluate

in detail the extent of oxygen gradients and microscopic heterogeneity in photo-

bleaching and photodynamic dose deposition in tumors in vivo.
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Chapter 4

Single-Detector Diffuse
Reflectance Spectroscopy

4.1 Introduction

The theory described in chapter 2 models the reflectance and fluorescence cap-

tured from tissue for a given set of optical properties and source-detector geometry.

In this chapter, these methods are extended to the recovery of optical property

information from spectrally resolved reflectance measurements. Previous work

in our laboratory has taken the approach of rigorously determining the optical

properties at each measured wavelength sequentially using radially-resolved mea-

surements of diffuse reflectance (Hull and Foster, 2001b; Hull et al., 1998; Nichols

et al., 1997). The resulting absorption spectra were then fit using an SVD al-

gorithm similar to that described in chapter 2 to determine the concentrations

of absorbers. In this chapter, we present an alternative approach requiring spec-

trally resolved measurements at only one source-detector separation. Rather than

fitting the radial reflectance profile at each wavelength, our algorithm uses rea-

sonable assumptions about the shape of the absorption and reduced scattering
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spectra of the sample and the P3 diffuse reflectance theory described in chapter 2

to fit the entire spectrum simultaneously. The algorithm returns the concentra-

tions of known absorbers and information about the reduced scattering spectrum

of the sample.

The first part of this chapter introduces the measurement techniques, data

analysis procedures and fitting algorithms necessary to extract optical property in-

formation from measurements of diffuse reflectance spectra. The remainder of the

chapter is devoted to the evaluation of the performance of the fitting algorithms

under various conditions. First, we generate synthetic reflectance spectra using

Monte Carlo simulation and fit them with our algorithm. Because the absorption

and scattering spectra used to generate the data are known exactly, the ability of

the fitting algorithm to recover them can be tested rigorously. This method also

eliminates the error and artifacts associated with experiments, thereby enabling

a test of the method’s optimal capabilities. Furthermore, because the absorption

and scattering spectra used in the Monte Carlo simulation match the fitting algo-

rithm’s basis set exactly, the problems associated with choosing the correct basis

spectra can be separated from those associated with modelling the propagation

of light.

While simulated data sets are useful from the point of view of algorithm devel-

opment and initial testing, they represent an idealized case. To evaluate the algo-

rithm under conditions closer to those encountered in vivo, we test the ability of

the algorithm to recover information about the oxygenation status of hemoglobin

in tissue-simulating phantoms containing intact human red blood cells. These

phantoms exhibit absorption by hemoglobin in an environment identical to that
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encountered in vivo; they therefore provide a good test of the ability of the al-

gorithm to recover dynamically changing oxygenation information from optical

spectra acquired in vivo. Red blood cell phantoms represent the closest possible

approximation of the true in vivo environment while preserving the simplicity of

phantoms.

Finally, we use the algorithm tested and verified in the initial sections of the

chapter to assess changes in the hemoglobin concentration and oxygen saturation

in rodent tumors in vivo. The measurement of tissue oxygenation is of particular

interest in the field of PDT because photodynamic treatment depends on the

presence of oxygen for the generation of cytotoxicity. Variations in oxygenation

during treatment may have significant effects on the biological response to PDT

and, as demonstrated in chapter 3, on the photobleaching of the sensitizer. These

observations motivate the need for techniques capable of providing noninvasive

or minimally invasive measurement of tissue oxygenation during treatment. Our

single source-detector spectroscopy technique allows quantitative assessment of

the hemoglobin concentration and oxygen saturation of even very small tumors.

A test of the applicability of our spectroscopic methods and a problem of inter-

est in its own right is the response of tumors to changes in the oxygen concentration

in breathed gas. Of particular interest is carbogen, a mixture of 95% oxygen and

5% carbon dioxide. The effects of carbogen breathing on tumor tissue specifically

have been widely studied. Carbogen inhalation has been shown to increase tumor

oxygenation in clinical trials (Kaanders et al., 2002; Rijpkema et al., 2002, and

references therein). Much of the quantitative work in this field, however, has been

performed in animal models rather than human patients. Tumor oxygenation and
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blood flow have been measured in vivo using a combination of oxygen-sensitive

electrodes and laser Doppler probes (Lanzen et al., 1998), functional magnetic res-

onance imaging (fMRI) (Howe et al., 1999; Robinson et al., 1995; 1997), electron

paramagnetic resonance (EPR) spectroscopy (Ilangovan et al., 2002) and near-

infrared spectroscopy (Conover et al., 2000; Hull et al., 1999; Liu et al., 2000).

These studies employed a variety of methods and a variety of different tumor

models to study the effects of carbogen. While each combination of tumor model

and methodology exhibited a detectable increase in the tumor oxygen concentra-

tion in response to carbogen breathing, the extent and timecourse of the response

varies wildly among different tumor types (Robinson et al., 1997), among animals

with the same tumor type (Hull et al., 1999; Ilangovan et al., 2002; Robinson

et al., 1995) and even among different locations within a single tumor (Lanzen

et al., 1998).

In the context of PDT, heterogeneity in oxygen concentration within a tumor

is of particular interest. Even if a tumor’s average oxygen concentration is high

enough to allow PDT to be effective, local regions of hypoxic tissue may be spared

photodynamic damage. An assessment of the importance of such regional inhomo-

geneities requires a detection method with a resolution greater than that offered

by typical near-infrared spectroscopy methods, which derive a single absorption

spectrum from a large volume of tissue (Conover et al., 2000). The methods de-

veloped in the early sections of this chapter are well-suited to such a study. They

require only a single source-detector separation and only a small volume of tissue

to measure the concentrations of oxy- and deoxyhemoglobin. The in vivo mea-
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surements reported in this chapter represent the first direct optical method for

determining the heterogeneity of tumor response to carbogen inhalation.
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Figure 4.1: (a) Image of the face of the diffuse reflectance/fluorescence probe
with the detection (d) and fluorescence (f) and reflectance (r) source fibers
illuminated and (b) schematic illustrating the distances (in mm) between
detection fibers and the reflectance source fiber.

4.2 Methods

4.2.1 Spectral data acquisition

Diffuse reflectance spectra were acquired using a fiber optic-based probe originally

designed for the sequential collection of fluorescence and reflectance data described

in chapter 3. The probe consists of a central 400 µm core fiber surrounded by six-

teen 200 µm fibers, eight of which are individually terminated in SMA connectors.

An end-view of the probe acquired with a digital scanner is shown in figure 4.1(a).

In this image, only the eight individually terminated fibers are illuminated. In

the experiments described in chapter 3, these eight fibers were used collect diffuse
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reflectance and fluorescence signals. In the current implementation, one of these

fibers (labelled ‘r’ in the figure) is used as a light source for reflectance measure-

ments. This fiber is illuminated by the output of a 150 W xenon arc lamp. UG-3

and KV-380 colored glass filters (Schott) are used to reduce the intensity of the

lamp at short wavelengths and to flatten its spectrum. For the fluorescence spec-

troscopy experiments described in chapter 5, a second fiber (labelled ‘f’) is used

to deliver fluorescence excitation light to the sample. Electronic shutters (Vincent

Associates) allow the lamps to be blocked, so that the sample is exposed to light

only when spectra are being acquired. The six remaining fibers (labelled ’d’ in

figure 4.1) are used to collect light from the sample. The separations in millime-

ters between the reflectance source fiber and the detector fibers are illustrated in

figure 4.1(b). Light collected by each detection fiber passes through a variable

attenuator into one arm of a multi-arm transfer fiber assembly. The output of the

transfer assembly is imaged onto a nitrogen-cooled, 512× 512 pixel CCD camera

via an imaging spectrograph. The variable attenuators are adjusted to balance

the signal collected by the fibers, minimizing the effects of fiber-to-fiber crosstalk

described below. The groove density of the spectrograph grating was chosen to

give a wavelength range of approximately 442 nm resolved at 0.86 nm per pixel.

The spectra acquired by this system must be corrected for the effects of de-

tector readout offset, fiber crosstalk, and instrument spectral response. The

first effect which must be corrected is the digitization offset applied by the CCD

readout electronics. As described in chapter 3, this offset can be subtracted au-

tomatically in software during data acquisition. In the experiments described in

the following sections, we perform the offset subtraction after data acquisition,
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which allows us to average many measurements of the readout offset to obtain a

less noisy offset correction. This reduction of noise is helpful in cases where the

detected signal is weak.

The second effect that must be corrected is fiber-to-fiber crosstalk within the

imaging optics, spectrograph and CCD. Because of imperfect imaging of the trans-

fer fibers onto the face of the CCD, the signal detected on the region of the CCD

dedicated to one fiber may include contributions from light that originated in

other fibers. The crosstalk may be characterized by a matrix C such that

Imeas = C × I0, (4.1)

where Imeas and I0 are the measured signal and that measured by a perfect

(crosstalk-free) detector, respectively (Hull, 1999). Imeas and I0 are each col-

umn vectors whose length, nd, is equal to the number of channels being used, six

in this case. C is an nd × nd square matrix.

The matrix C can be evaluated by illuminating one fiber at a time. In this case,

I0 has only one non-zero element. For example, if only fiber two is illuminated,

equation 4.1 becomes



Imeas 1

Imeas 2

...

Imeas nd


=



C11 C21 · · · Cnd1

C12 C22 · · · Cnd2

...
...

. . .
...

C1nd
C2nd

· · · Cndnd


×



0

I02

...

0


=



I02C21

I02C22

...

I02C2nd


. (4.2)

Because the true signal in the non-illuminated fibers is zero, the signal in these
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channels is due purely to crosstalk from fiber 2. The elements Cij are given by

Cij =
Imeas i

Imeas j

, (4.3)

where it is assumed that only fiber j is illuminated. The true signal I0 is found

by inverting equation 4.1, and is given by

I0 = C−1 × Imeas. (4.4)

In the case of spectroscopy, the crosstalk is known to be wavelength-dependent, so

a different crosstalk matrix is needed for each wavelength (Hull, 1999). To apply

the crosstalk correction, we apply equation 4.4 at each wavelength sequentially.

If only a single detection fiber illuminates the CCD no crosstalk correction is

necessary. However, all the data presented in the following sections were acquired

using multiple source-detector separations simultaneously. Even when only one

detector’s signal is used in the final analysis, the presence of other fibers in the

original measurement requires that crosstalk correction be implemented.

The final correction accounts for the spectral response of the CCD, the trans-

mission of the fibers, spectrograph, and imaging optics, and, in the case of re-

flectance measurements, the spectral intensity of the light source. We obtain the

true reflectance spectrum of a sample by dividing the measured reflectance spec-

trum by that of an integrating sphere coated with white reflecting paint (CAT

849 1656, Scientific Imaging Systems, Eastman Kodak Company, Rochester, NY).

This accounts for the throughput of the probe, the spectrum of the source, and the
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spectral response of the CCD. The use of an integrating sphere ensures uniform

illumination of the probe, which corrects for differences in transmission between

fibers and for differences in the settings of the variable attenuators.

4.2.2 Nonlinear fitting of spectral data

The processed data are fit to obtain the optical properties of the medium using

the nonlinear fitting algorithm described in section 2.5.2. Prior to fitting, the data

are normalized to 1 at 650 nm. This allows us to fit the shape of the reflectance

spectrum rather than the absolute reflectance intensity. The goal of the fitting

algorithm is to extract a vector a of parameters that characterize the sample. In

the examples presented here, the elements of a are the concentrations of known

absorbers and parameters describing the scattering spectrum, as described below.

Prior to fitting, an initial a is chosen. The choice of the initial vector is not crit-

ical, however the closer it is to the correct value, the faster the convergence of

the fit will be. At each iteration, the fitting algorithm must convert the vector

a into a diffuse reflectance spectrum. Three steps are involved. First, the µa

and µ′s spectra are calculated based on the absorber concentrations and scatter-

ing parameters that constitute a, as described in the following sections. Second,

the diffuse reflectance at each wavelength is calculated using the P3 model and

these values of µa and µ′s, yielding a theoretical reflectance spectrum. Finally,

the theoretical spectrum is normalized to 1 at 650 nm and compared with the

normalized measured spectrum. The iterative procedure continues until the theo-

retical spectrum derived from the current value of a and the normalized measured

spectrum agree to within a predetermined precision. The details of the models
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used to construct the absorption and reduced scattering spectra are described in

the following sections.

4.2.2.1 Absorption components

It is assumed that the absorption spectrum of the sample being measured is dom-

inated by a linear combination of absorption spectra of known absorbers. The

spectral data considered here span the wavelength range from 380 to 770 nm. In

this spectral region, the absorption in tissues and erythrocyte-containing phan-

toms is predominantly due to hemoglobin in its oxygenated and deoxygenated

forms. The absorption coefficient can therefore be expressed as a function of

wavelength λ by

µa(λ) = a1µa HbO2(λ) + a2µa Hb(λ), (4.5)

where µa HbO2(λ) and µa Hb(λ) are the millimolar absorption coefficients of oxy-

and deoxyhemoglobin at wavelength λ, and the parameters a1 and a2 are equal

to their concentrations. The absorption spectra are taken from published sources

and interpolated to obtain absorption coefficients at the wavelengths at which

our spectral data were taken. Previous experiments in our laboratory (Hull and

Foster, 2001a; Hull et al., 1998) have verified the accuracy of the spectra provided

by Wray et al. (1988) in the near infrared and those of Zijlstra et al. (1991) in

the visible wavelengths. We have scaled the Wray data to match that of Zijlstra

at 750 nm. For the near UV wavelengths, where neither of these authors report

measurements, we have adopted the spectra provided by Prahl (1999). Guided

by the quality of fits to reflectance spectra taken from erythrocyte phantoms,
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Wavelength range Source of hemoglobin absorption spectra
250− 450 nm Prahl (1999)
400− 440 nm (Deoxy only) Van Assendelft (1970)
450− 750 nm Zijlstra et al. (1991)
490− 545 nm Takatani and Graham (1987)
750− 1000 nm Wray et al. (1988)

Table 4.1: Published sources of hemoglobin absorption spectra
and the wavelength range over which each was used.

we have used the data provided by Van Assendelft (1970) for deoxyhemoglobin’s

Soret absorption band and that provided by Takatani and Graham (1987) for

both forms between 490 and 545 nm. Table 4.1 lists the references from which

the hemoglobin absorption data are taken for each wavelength range.

All of the published spectra listed in table 4.1 were derived from measure-

ments of extracted hemoglobin in homogeneous solution. In our tissue-simulating

phantoms and in living tissue, the hemoglobin is packaged in cells that consti-

tute a small fraction of the total sample volume. As described in section 2.4,

this confinement to the intact erythrocyte has the effect of flattening the peaks

in the hemoglobin absorption spectra. This effect is evident in the reflectance

measured from erythrocyte phantoms. In figure 4.2, we plot a typical reflectance

spectrum obtained from one such phantom at a source-detector separation of

0.77 mm along with the best fits obtained using the absorption spectra of oxy-

and deoxyhemoglobin in homogeneous solution (- - -) and the corresponding flat-

tened spectra expected in intact erythrocytes (—). The fit using the homogeneous

solution spectra catastrophically underestimates the reflectance in regions where
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Figure 4.2: Diffuse reflectance spectrum obtained from a partially deoxy-
genated erythrocyte phantom (◦) and best fit of the P3-based fitting algo-
rithm using basis spectra of hemoglobin in homogeneous solution (- - -) and
corrected for the effects of pigment packaging (—).

hemoglobin is highly absorbing. In the region of the visible absorption peaks, this

effect is relatively small, and the fitting algorithm can compensate by adjusting

the fitted hemoglobin concentration. In the Soret band, however, the packaging of

hemoglobin into erythrocytes causes a reduction in the absorption coefficient by a

factor of approximately 3. This effect must be taken into account if a reasonable

fit in this spectral region is to be obtained. In this example, the goodness of fit

as determined by the value of χ2 is improved by a factor of 5 when the spectral

flattening is considered.

As shown in equations 2.68 and 2.69, the extent of flattening depends on the

product of the particle radius and its internal absorption coefficient. In section
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2.4, we made reasonable estimates of these parameters for the purposes of illus-

tration. To construct the basis spectra used in the following sections, we adjusted

the extent of flattening to minimize the differences between the best fit and mea-

sured data. The resulting flattening effect corresponds to erythrocytes of radius

5.5 µm with an internal hemoglobin concentration of 3.125 mM. These optimized

flattening parameters give good fits to the reflectance spectra collected by all of

the fibers in our probe. While it is unlikely that the measurements presented

here are sensitive enough to provide reliable information concerning the size or

hemoglobin content of human erythrocytes, it is encouraging that the values that

optimize the fit are physically reasonable.

4.2.2.2 Hemoglobin oxygen saturation and the Hill equation

In many cases, the concentrations of oxy- and deoxyhemoglobin are more useful

if expressed in terms of the total hemoglobin concentration and the oxygen satu-

ration. The total hemoglobin concentration [Hb ]t is the sum of [Hb] and [HbO2].

Each hemoglobin molecule contains four heme binding sites and is therefore ca-

pable of binding four oxygen molecules. The hemoglobin oxygen saturation SO2

is equal to the fraction of heme units which are bound to oxygen, defined by

SO2 =
[HbO2]

[HbO2] + [Hb]
. (4.6)

We have expressed the oxy- and deoxyhemoglobin concentrations in terms of

hemoglobin molecules rather than heme units. Implicit in this convention is the

interpretation that [HbO2] and [Hb] are one-fourth the concentrations of bound
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and unbound heme units, respectively. The dependence of SO2 on the local oxygen

concentration is described by the Hill equation (Hill, 1910),

SO2 =
(pO2)

n

(pO2)n + (p50)n
, (4.7)

where pO2 is the partial pressure of oxygen, p50 is the oxygen partial pressure

at which half of the available heme units are bound to oxygen, and n is the Hill

parameter, which is a measure of the cooperativity of binding. Typical values of

p50 and n are 26 Torr and 2.8, respectively (Stryer, 1988). In a study comparing

nine different mathematical models of blood oxygen equilibrium, O’Riordan et al.

(1985) found that the Hill model accurately describes the oxygen-hemoglobin equi-

librium curve, but caution that it is valid only in the range of saturations between

20 and 98%. Therefore, data points at saturations outside this range should not

be included in fits used to determine the Hill parameters.

The saturation values we recover by fitting the reflectance or fluorescence spec-

tra are fitted with a Hill curve in order to extract the parameters p50 and n. The

same nonlinear fitting algorithm used to extract the concentrations of oxy- and

deoxyhemoglobin from the measured reflectance is used here to extract the Hill

parameters from the fitted hemoglobin saturations. Because only two free param-

eters are needed to characterize the Hill curve and because the Hill equation is

computationally simple, this fitting converges extremely rapidly. Previous studies

of the oxygen-hemoglobin equilibrium curve have accomplished an equivalent fit-

ting using a linear regression between ln(pO2) and ln(SO2/(1− SO2)) (Hull et al.,

1999; Zwart et al., 1984). The Hill parameter n is given by the slope of this line.
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Only the data points at saturations between 20% and 80% are included in the fit.

We have fit our data using this method for the purpose of comparison with the

results obtained by these researchers.

4.2.2.3 Scattering components

Scattering in tissue is caused by a variety of scatterers, ranging in size from or-

ganelle membranes to whole cells (Mourant et al., 1998). Their shapes vary from

spheres (cells) to ellipsoids (mitochondria) to extended cylinders (collagen fibers)

(Saidi et al., 1995). Single scattering spectra and phase functions for each of these

shapes can be calculated using Mie theory and each contains distinct wavelength-

dependent structure. This wavelength dependence can be observed in reflectance

measurements from solutions containing only a single size and shape of scatterer

(Nichols et al., 1997) or in measurements of singly-scattered light from thin tissue

layers (Backman et al., 1999). However, tissue contains a continuous range of

scatterer shapes and sizes. The result is that any wavelength dependent struc-

tures are ‘smeared out’; the true in vivo scattering spectrum is nearly featureless

and monotonically decreasing throughout the visible wavelengths. Mourant et al.

(1998) found that a wide variety of scatter distributions led to reduced scattering

spectra of the form

µ′s = Aλ−b, (4.8)

where λ is the wavelength, and the parameter A depends on the scatterer number

density. b is determined by the specific distribution of scatterers and varies from

0.37 for particles much larger than λ to 4.0 for particles much smaller than λ,
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in agreement with Rayleigh limit. Suspensions of cells exhibit a distribution of

scatter sizes such that b is approximately 1.0 (Mourant et al., 1998). Jacques

(1996) found that the scattering spectra of a variety of intact tissues could be fit

using b = 1.5 and A ranging from 2× 104 to 2× 105 mm-1.

The same model can be applied to our tissue simulating phantoms. In a de-

tailed study, van Staveren et al. (1991) have investigated the scattering properties

of Intralipid, a lipid emulsion similar to Liposyn II, and have found that the scat-

tering coefficient and anisotropy over the wavelength range from 400 to 1100 nm

are given approximately by

µs = 0.016× λ−2.4 (4.9a)

and

g = 1.1− 0.58× λ, (4.9b)

respectively, where λ is the wavelength in microns. For the range of scattering

coefficients relevant to tissue biology, the scattering coefficient is proportional to

the concentration of Liposyn II in the phantom. In the experiments described

here, we have used a dilution of 1 part Liposyn II in 11 parts total phantom

volume. Figure 4.3 shows the reduced scattering spectrum calculated for this

concentration using equations 4.9a and 4.9b, as well as the reduced scattering

spectrum calculated from equation 4.8 which best approximates this spectrum

over the wavelength range from 400 to 800 nm. The best fit is achieved when A =

488 mm-1 and b = 0.937. In our Liposyn phantoms, we have found better agrement

with a value of b between 1.5 and 2. This agrees with the work of Mourant et al.
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Figure 4.3: Reduced scattering coefficient µ′s of Liposyn II solution with 0.9%
lipid content, as approximated by van Staveren et al. (1991) (solid line) and
the best fit spectrum of the form µ′s = Aλ−b (dotted line).

(1997b), who found good matches to the reduced scattering spectrum of Intralipid

in the range from 450 to 600 nm using b = 2.0.

For the purposes of fitting, we have adopted the equivalent model

µ′s = a3

(
λ

λ0

)−a4

. (4.10)

In this model, a3 is the value of µ′s at λ0, and a4 is identical to b in equation 4.8.

While the exact value of λ0 is not critical, values within the range of the data

being fit tend to decrease the crosstalk between a3 and a4. For the fits described

here, λ0 was set to 630 nm. This model does not account for such effects as

Rayleigh scattering (Saidi et al., 1995) or provide characterization of scatterers,
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however it does allow the entire reduced scattering spectrum to be represented by

two parameters, one of which (a3) has intuitive physical meaning.

4.2.3 Phantom preparation

Tissue-simulating phantoms were fluid emulsions consisting of 1 part 10% Li-

posyn II (Abbott Labs, North Chicago, IL) in 11 parts total phantom volume.

The resulting lipid content of 0.9% gave a scattering coefficient similar to that

of tissue. The solvent was Hank’s Balanced Salt Solution (HBSS) buffered with

50 µM phosphate and adjusted to pH 7.40 at 37◦ C. This solution, which has phos-

phate buffer concentration equivalent to that of phosphate buffered saline (PBS)

and concentrations of glucose and potassium similar to those found in blood, will

be referred to as phosphate-buffered HBSS (PBHBSS). The phantoms were con-

tinuously stirred using a microprocessor-controlled heated stirplate (Model 460,

Corning, Inc., Corning, NY) to prevent settling and ensure optical homogene-

ity. Optical absorption was provided by intact human erythrocytes at a volume

fraction of 1.6%.

To prepare erythrocytes, we obtained whole blood from healthy, nonsmoking

volunteers who had given informed consent. The blood was drawn into contain-

ers prefilled with sodium heparin to prevent clotting. The blood samples were

mixed with an approximately equal volume of PBHBSS, agitated gently to mix,

and centrifuged at 2500 rpm for 5 minutes. The supernatant, including a small

pellet of non-erythrocyte solids, was aspirated off. The washing process was re-

peated two more times or until the supernatant was clear. The remaining pellet

of erythrocytes was refrigerated until use.



4.2. METHODS 220

Because the oxygen dissociation curve is highly dependent on temperature

(Zwart et al., 1984), it was necessary to maintain the erythrocyte phantoms at

constant temperature throughout the course of measurements. This was accom-

plished using the stirplate’s heater controller, which continuously monitored the

phantom temperature via a digital thermometer accessory. To verify adequate

thermal control the temperature was also monitored by an electronic thermome-

ter. Throughout the course of measurements on each phantom, the temperature

varied by less than 1◦ C.

The oxygen tension in the phantom was monitored by a teflon-tipped oxy-

gen sensitive electrode (Microelectrodes, Inc, Londonderry, NH). The electrode

reading was converted to oxygen tension via a linear two-point calibration. The

air-saturated calibration point was acquired by allowing the electrode to come to

equilibrium in the phantom prior to addition of erythrocytes. The zero oxygen-

tension calibration value was taken from the electrode reading after complete

deoxygenation of a sample of the phantom by sodium dithionite. The oxygen

tension and electrode output were assumed to be linearly related between these

values.

The outputs of the oxygen electrode and the electronic thermometer were

digitized and recorded by a computer equipped with a data acquisition board,

which also recorded the state of the CCD shutter for purposes of co-registering

the spectral data with the temperature and oxygen tension values. The data

were digitized at a rate of 10 Hz, providing approximately 100 samples of the

thermometer and electrode output for each spectrum obtained. The average of
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the temperature and oxygen data taken during each spectrum acquisition was

assigned to that spectrum.

In order to simulate the fluorescence emission of tissue, we added reduced

nicotinamide adenine dinucleotide (NADH) to the phantoms. The analysis of

fluorescence spectra acquired from the phantoms is presented in chapter 5. The

absorption due to NADH is negligible compared with that of hemoglobin over the

wavelength range of the reflectance measurements presented here.

4.2.4 In vivo tumor model

The tumor model we have chosen for our spectroscopy work is an EMT-6 mam-

mary carcinoma grown subcutaneously in female BALB/c mice. The induction

of EMT-6 tumors has been described previously by Lee et al. (1998). EMT-6

cells were grown in culture media under 5% CO2, 37◦ C incubation. While still

subconfluent, the cells were detached from the substrate using trypsin. The cells

were washed once in serum-containing Eagle’s Basal Medium (BME) and twice

in Hank’s Balanced Salt Solution (HBSS) to remove any remaining culture media

and trypsin. The concentration of viable cells was assessed with a Trypan blue

exclusion assay and a hemocytometer. The cells were resuspended at a concen-

tration of 106 cells per ml and stored on ice until injection.

8 to 12 week old BALB/cJy mice (Jackson Labs, Bar Harbor, ME) weighing

approximately 25 g were maintained on a chlorophyll-free diet prepared according

to the recipe of Holmes et al. (1995). Tumors were initiated in the subcuta-

neous space on the upper back by injection of a 0.1 ml bolus of HBSS containing

105 EMT-6 cells. The large subcutaneous space between the shoulders allows
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unrestricted tumor growth. Tumors were allowed to grow to a diameter of ap-

proximately 5 mm, which required 10 to 14 days.

Measurements of diffuse reflectance and the fluorescence measurements de-

scribed in chapter 5 were made on each mouse. Five randomly selected mice were

given 200 mg kg-1 aminolevulinic acid (ALA) via tail vein injection 3 hours before

measurements for the purpose of inducing protoporphyn IX (PpIX) fluorescence.

Immediately prior to reflectance measurement, each animal was anesthetized with

66 mg kg-1 Ketamine and 6.6 mg kg-1 Xylazine. The skin over the tumor was re-

sected, and the animal was restrained with tape. The tumor was irrigated with

PBS to prevent drying. Anesthesia was maintained with sodium pentobarbital as

needed throughout the duration of measurements. Barbiturate anesthetics such

as sodium pentobarbital can interfere with an animal’s ability to regulate its body

temperature, especially in small mammals such as mice. To prevent hypothermia,

we surrounded the animal with a flexible container filled with 37◦ C water.

The probe described above was placed in contact with the tumor surface.

After an initial set of measurements were made, a plastic cone was placed over

the nose of each animal. Carbogen was delivered through the cone at a rate of

3 L min-1. Spectra were acquired continuously over a period of several minutes,

after which no further changes in the measured spectra were observed. The nose

cone was removed and the animal was allowed to breathe room air for several

minutes. Again, the measured spectra stabilized after this period. Finally, the

nose cone was replaced and dry nitrogen was delivered at 3 L min-1 until the animal

asphyxiated. Data acquisition was interrupted to place and remove the nose
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cone and to periodically verify the animal’s breathing but otherwise proceeded

continuously.
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4.3 Validation of the diffuse reflectance fitting

algorithm

4.3.1 Simulated spectral data

In order to test the ability of the reflectance fitting algorithm described above to

accurately recover the optical properties of a turbid sample, we have generated

a series of test spectra using Monte Carlo simulation. Generating a reflectance

spectrum one wavelength at a time would be very time-consuming. As an alter-

native, we have adopted a scaled Monte Carlo algorithm based on that described

by Kienle and Patterson (1996). First, we conducted Monte Carlo simulations us-

ing the geometry of our diffuse reflectance probe and a refractive index mismatch

at the air-sample boundary of 1.4. Simulations were performed for values of µ′s

ranging from 0.5 to 2.25 mm-1 in 0.25 mm-1 steps, each with µa held constant at

0.0005 mm-1. The distribution of photon pathlengths collected by each detector

was recorded. The signal collected by each detector from a medium with arbitrary

µa is then given by

R =

∞∫
0

e−(µa−µa MC)lp(l) dl, (4.11)

where p(l) is the probability of a photon being detected after travelling a distance

l and µa MC is the value of µa used to perform the original simulations. The

integral is approximated by dividing the continuous pathlength distribution into

bins and replacing the integration with summation. Equation 4.11 assumes that

the values of µ′s in the medium and that used to generate the original simulation are

equal. For media whose µ′s does not correspond to those included in the original
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simulation set, linear interpolation is used to calculate the diffuse reflectance.

We have added normally distributed random noise to the Monte Carlo simulated

spectra corresponding to the relative uncertainty expected from our experimental

measurements.

The first set of simulated data was designed to evaluate the ability of our fitting

algorithm to recover the concentration and oxygen saturation of hemoglobin from

reflectance spectra. We varied [Hb ]t from 20 to 200 µM in 20 µM increments

and SO2 from 0 to 1 in increments of 0.25. A total of 50 simulated reflectance

spectra were generated for each source-detector separation, each spanning the

range from 380 to 750 nm. The reduced scattering coefficient at 630 nm and

the scattering exponent were held constant at 1.0 mm-1 and -1.5, respectively.

In figure 4.4(a), the fitted concentration of hemoglobin is plotted as a function

of the hemoglobin concentration used to generate each simulated data set. Each

data point represents the mean of fits at five different oxygen saturations, and the

errorbars depict the standard deviation within each group. The solid line indicates

perfect agreement between the fit and the parameters used to create the data sets.

For the signal-to-noise ratio typical of our experimental measurements, the fitted

and true values of [Hb ]t differ by as much as 20%, especially at short source-

detector separations. This can be explained by the fact that at low albedos and

short source-detector separations, the diffusion-P3 hybrid reflectance expression

systematically overestimates the reflectance for a given µa, as shown in figure 2.2,

or, equivalently, systematically underestimates µa for a given reflectance. This

effect is greater at higher µa and hence at higher [Hb ]t, leading to greater error in

the fitted [Hb ]t as the real [Hb ]t is increased. Because the systematic error in the
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Figure 4.4: Best fit hemoglobin concentration extracted from a synthetic
data set as a function of (a) the hemoglobin concentration used to create the
simulated data and (b) the hemoglobin oxygen saturation used to create the
data set. Only the results for the detector at 0.77 mm are shown in panel
(b).

P3 expression is a smooth function of µa, relative changes in [Hb ]t are recovered

more accurately than the absolute concentration.

In the context of in vivo measurements, it is desirable to separate the changes

in [Hb ]t from changes in SO2. The best fit values of [Hb ]t obtained from the

detector at 0.77 mm from the source are plotted as a function of the true SO2 in

figure 4.4(b). There does not appear to be a correlation between the true values

of SO2 and the recovered values of [Hb ]t. It is therefore unlikely that the fitting

algorithm will incorrectly interpret changes in SO2 as changes in [Hb ]t. Similar

results are obtained for all the source-detector separations studied.

In figure 4.5(a), the same data points are plotted as a function of the

hemoglobin saturation used to generate the simulated data set. Each data point
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represents the mean results of ten simulations with [Hb ]t ranging from 20 to 200

µM. The hemoglobin saturation is recovered within an uncertainty of 0.07 over

the full range of values from zero to one. The effect of changes in [Hb ]t on the

recovered SO2 is illustrated in figure 4.5(b) for the fits to simulated reflectance at

0.77 mm, although similar results are obtained at all source-detector separations

studied. Each data point represents a single fit, and the dashed lines show the

correct values. The variations in the best fit SO2 are on the order of the uncer-

tainty in the measurement, and do not show any systematic dependence on [Hb ]t.

It is therefore unlikely that a change in [Hb ]t will be misdiagnosed as a change in

SO2.

A second set of synthetic spectra was designed to assess the sensitivity of
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Figure 4.6: (a) Best fit µ′s extracted from a synthetic data set plotted as a
function of the µ′s used to create the simulated data. The solid line indicates
perfect agreement. The algorithm is relatively insensitive to variations in the
reduced scattering coefficient. (b) Ratio of the normalization factors for the
simulated and best-fit spectra. The value of this scale factor is approximately
proportional to µ′s.

our diffuse reflectance measurements to changes in µ′s. The concentration of

hemoglobin was held constant at 100 µM, while the value of µ′s at 630 nm was

varied from 0.5 to 2 mm-1 and SO2 was varied from 0 to 1. As shown in figure 4.6,

diffuse reflectance measurements made at short source-detector separations do not

differentiate well between spectra with different scattering coefficients. This is a

result of the fact that the spectra are normalized prior to fitting. The algorithm

is therefore sensitive only to the shape of the diffuse reflectance spectrum. The

shape of the spectrum depends on the value of µ′s via its effect on the effective

pathlength of the collected photons. However, it has been shown that for the

range of source-detector separations employed in our probe, the mean pathlength

travelled by photons that reach the detector is nearly independent of µ′s (Mourant
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et al., 1997a). It is therefore not surprising that our measurements are incapable

of distinguishing changes in µ′s.

Although the pathlength of detected photons is insensitive to µ′s, the ampli-

tude of the reflectance signal is not. It is therefore reasonable to expect that the

scattering coefficient may be determined more sensitively by a measurement of ab-

solute rather than normalized reflectance. In fact, when the data is not normalized

prior to fitting, µ′s can be recovered more accurately (data not shown).

This improved sensitivity to µ′s comes at the price of the experimental diffi-

culty of making absolutely calibrated measurements. In addition, the recovery of

hemoglobin concentration and saturation are compromised. As an alternative, we

can perform the fitting on normalized data and still take advantage of the abso-

lute amplitude of the reflectance. After fitting, we calculate a scale factor equal

to the ratio of the factors by which the measured (or simulated) and calculated

spectra are scaled during normalization. This ratio, shown in figure 4.6(b), is

sensitive to variations in the amplitude of the reflectance. It therefore provides

a means of identifying changes in scattering coefficient. Under conditions similar

to those we expect to encounter in vivo, the scale factor is approximately propor-

tional to µ′s. Multiplying the recovered µ′s by the scale factor yields a significant

improvement for short source-detector separations, as shown in figure 4.7. At

large source-detector separations, the relationship between µ′s and the measured

reflectance becomes increasingly nonlinear as µ′s increases, and the correction be-

comes less effective. The corrected values are sensitive to changes in µ′s, but at

large source-detector separations, we can expect the magnitude of these changes

to be underreported.
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changes in scale factor, as described in the text.

The lack of accuracy in the recovery of µ′s in the uncorrected fits motivates

investigation of the impact of changes in µ′s on the algorithm’s ability to recover

[Hb ]t and SO2. Figure 4.8 demonstrates the effect of changing µ′s on the recovered

values of [Hb ]t and SO2. As shown in figure 4.8(a), [Hb ]t suffers the previously

observed systematic overestimation over a wide range of µ′s. The extent of this

systematic error, however, is nearly independent of µ′s. The error in the recovered

hemoglobin saturation exhibits a slight correlation with µ′s, however a large change
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in µ′s is required to cause a small error in SO2. We can therefore expect [Hb ]t

and SO2 to be recovered accurately, even when µ′s is not.

The model presented in equation 4.10 makes the approximation that µ′s is

proportional to λ−a4 . Like the reduced scattering coefficient at 630 nm, the

scattering exponent a4 is poorly constrained by normalized data taken at short

source-detector separations. When the basis spectra used in the fitting algorithm

match those used to create the data set, a4 can be recovered accurately, however it

is very sensitive to inaccuracies in the basis spectra or to the presence of absorbers

not included in the basis set. It is useful to include a4 as a free parameter in the

fits, however it would be a mistake to ascribe any importance to small changes

in its value. Even large changes in a4 are probably better taken as indicators of
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Figure 4.9: Typical normalized diffuse reflectance spectra acquired from an
erythrocyte phantom at oxygen tensions of (a) 149 and (b) 0 Torr with de-
tection fibers 0.77 mm and 1.53 mm from the source fiber. For clarity, only
every third data point is plotted. The solid lines represent the best fits of
the diffusion-P3 hybrid expression for diffuse reflectance to each spectrum.

mismatches in the basis set than of real changes in the shape of the scattering

spectrum.

4.3.2 Phantoms containing erythrocytes

We have measured the diffuse reflectance from the surface of a phantom containing

intact erythrocytes throughout the course of deoxygenation with yeast. The first

spectra were obtained when the phantom oxygenation was 149 Torr. Data were

taken at regular intervals until the oxygen partial pressure reached zero. The dif-

fuse reflectance spectra acquired from an erythrocyte phantom at the initial and

final oxygen concentrations are plotted in figures 4.9(a) and (b), respectively. The

data, indicated by the symbols and errorbars, are well-matched by the best fit of
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the P3 expression for diffuse reflectance (solid lines). The data are normalized

to 1 at 650 nm prior to fitting. Data were acquired at six source detector sepa-

rations ranging from 0.77 to 1.53 mm. Only the two extreme values are plotted

here, however the intermediate results are similar in terms of quality of fit and

prominence of spectral features attributable to hemoglobin.

Fits such as those depicted in figure 4.9 yield the concentrations of oxy- and

deoxyhemoglobin and the sample scattering parameters. Figure 4.10 shows the

fitted concentrations of oxy- and deoxyhemoglobin and [Hb ]t recovered from dif-

fuse reflectance measurements made at source-detector separations of 0.77, 0.93

and 1.53 mm over the full range of oxygen concentrations during the deoxygena-

tion of the phantom. The corresponding fitted values of µ′s at 630 nm are shown

in figure 4.11. As described above, the values of µ′s were corrected by multiplying

by a scale factor that accounts for changes in absolute intensity. The scale factor

was normalized to that of a phantom without absorber. The resulting corrected

µ′s deviates from its initial value by approximately 10%. This deviation is likely a

result of coupling between the scattering and absorption parameters in the fitting

algorithm. Consistent with this hypothesis, the variation in [Hb ]t between data

sets taken at different source-detector separations and the variation within each

data set are each approximately 10% as well. The coupling is especially evident

in figures 4.10(b) and 4.11(b). While it is difficult to identify uniquely the causes

of parameter crosstalk in our model, the fact that it is not evident to this extent

in our Monte Carlo studies indicates that it is not fundamental to the fitting al-

gorithm. In the simulated data sets, the absorption basis spectra and scattering

model used in the fitting are exact matches to those used to generate the data. In
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the phantom data, both the basis spectra and the scattering model are approxi-

mate. The parameter crosstalk’s presence in the phantom data and absence in the

simulated data suggests that it arises from mismatches between our basis spectra

and the true hemoglobin spectra or between our scattering model and the true

scattering spectrum. Improvements in both these areas are possible but beyond

the scope of this work.

Figure 4.12 shows the hemoglobin dissociation curves obtained from the fits

used to generate figure 4.10. The data points with errorbars depict the values

of SO2 derived from fitting the measured reflectance. The solid line is the Hill

curve calculated using the parameters which provide the best fit to the data at

saturations between 20 and 90%, as determined by a nonlinear fit. For compari-

son with previous researchers, we have also performed a linear regression on the

ln(SO2/(1− SO2)) vs. ln(pO2) curve. The slope of this curve is equal to n, and the

intercept can be used to calculate p50. The Hill curve generated by the parameters

derived from the linear fit is plotted with a dashed line in each panel of figure 4.12.

In each case, the two fits are almost indistinguishable and yield parameters which

agree within their uncertainties. The fitted values of the Hill parameters p50 and n

extracted from the SO2 vs pO2 curves found at each source-detector separation are

listed in table 4.2. The values obtained from the six different source-detector sep-

arations agree within their uncertainties and are in agreement with the literature

values. The agreement in the parameters taken from different fibers illustrates the

importance of accounting for pigment packaging. We have performed the same

fitting procedure using hemoglobin basis spectra uncorrected for this effect. While
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Figure 4.12: Fits of the Hill equation to phantom reflectance data. Oxygen
saturation values corresponding to the concentrations depicted in 4.10 are
plotted as a function of pO2. The solid and dashed lines, which are nearly
indistinguishable, depict the Hill curves calculated based on the values of p50

and n found by fitting the data points at saturations between 20 and 90%
with a nonlinear fitting algorithm and with a linear fitting algorithm after
linearization of the Hill equation, respectively.
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Fiber S-D (mm) n p50 (Torr)
1 0.77 2.35 ± 0.11 24.7 ± 0.5
2 0.93 2.33 ± 0.08 24.3 ± 0.4
3 1.15 2.34 ± 0.13 24.4 ± 0.5
4 1.34 2.30 ± 0.11 24.5 ± 0.5
5 1.45 2.33 ± 0.14 25.3 ± 0.6
6 1.53 2.32 ± 0.14 25.2 ± 0.6

Table 4.2: Hill parameters extracted from erythrocyte phantom
reflectance. The values listed are the best fit values obtained from
fits of the Hill equation to the hemoglobin oxygen saturations
recovered from a phantom containing intact human erythrocytes.

the resulting fits appeared accurate except in the regions of highest absorption,

the Hill parameters they returned varied wildly with source-detector separation.
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4.4 In vivo diffuse reflectance measurements

We have used the spectroscopy apparatus and analysis methods tested in the

previous sections to investigate the hemodynamics of EMT-6 tumors grown sub-

cutaneously in female BALB/c mice. Typical reflectance spectra obtained in vivo

from the exposed surface of one such tumor are shown in figure 4.13. The spectra

shown in panel (a) were acquired while the animal breathed room air using detec-

tion fibers 0.93 and 1.45 mm from the source fiber. Corresponding spectra taken

after 11 minutes of carbogen inhalation are shown in panel (b). This particular

tumor exhibited a distinct dark vein visible to the naked eye corresponding to

the position of the detection fiber 0.93 mm from the source. As expected, the

spectra acquired with this fiber exhibit more attenuation due to hemoglobin than

those acquired with the fibers remote from the heavily pigmented region. The

P3-diffusion hybrid algorithm provides excellent fits to the measured spectra at

both concentrations, as indicated by the solid lines.

The best fit lines shown in figure 4.13 exhibit a systematic deviation from the

data in the spectral region around 730 nm, especially in the data taken at 1.45 mm.

730 nm corresponds to a peak in the absorption spectrum of water, which is not

included in our basis set. The absorption due to water is less evident in the

spectra acquired from the pigmented region where it is masked by absorption due

to hemoglobin. Because water does not exhibit significant absorption in between

380 and 700 nm, it has little effect on the quality of the fits in this region of the

spectrum. We have found that adding a water absorption to our basis set makes no

significant improvement to the fits and does not reliably recover the concentration
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Figure 4.13: Normalized diffuse reflectance spectra acquired in vivo from an
EMT-6 tumor grown subcutaneously in a female BALB/c mouse. Spectra
were acquired (a) while the mouse breathed room air and (b) after 12 minutes
of carbogen inhalation. The source-detector separations are indicated in the
legend. For clarity, only every fifth data point is shown. The solid lines
indicate the best fits obtained from the P3 diffuse reflectance algorithm.



4.4. IN VIVO DIFFUSE REFLECTANCE MEASUREMENTS 241

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 0.05

 0.055

 0.06

-5  0  5  10  15  20  25

[H
b]

t (
m

M
)

Time (min)

a

Air Carbogen Air N2

0.77 mm
1.15 mm
1.45 mm

 0

 0.05

 0.1

 0.15

 0.2

-5  0  5  10  15  20  25

Time (min)

b

Air Carbogen Air N2

0.93 mm
1.34 mm
1.53 mm

Figure 4.14: Total hemoglobin concentration obtained from fits to spectra
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detector separations are given in the legend. Vertical lines indicate changes
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of water. For the analysis presented in this chapter, we have therefore used a basis

set which does not include water.

In figure 4.14, the total tissue hemoglobin concentration measured by each de-

tection fiber is plotted as a function of time after the onset of carbogen inhalation.

The solid vertical lines at 0, 11, and 20 minutes indicate the onset of carbogen

breathing, the cessation of carbogen breathing, and the onset of nitrogen asphyx-

iation, respectively. The curves obtained from fibers on the right and left halves

of the probe (see figure 4.1) are shown in panels (a) and (b), respectively. An

increased hemoglobin concentration is evident at the position of the visible dark

area on the tumor surface sampled by the fiber 0.93 mm from the source. The lo-

cal concentration of hemoglobin varied by nearly an order of magnitude between
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Figure 4.15: Hemoglobin oxygen saturation corresponding to the total con-
centrations shown in figure 4.14. Fibers on the (a) left and (b) right halves
of the probe are plotted separately. Source-detector separations are given in
the legend. Vertical lines indicate changes in the inhaled gas, as indicated by
the labels.

this fiber and the other fibers in the probe, despite the fact that the greatest

separation between any two fibers is less than 2 mm.

Figures 4.15(a) and (b) show the corresponding best fit values of the

hemoglobin oxygen saturation. The saturation detected by each fiber exhibits

an increase of 0.1 to 0.5 during the period when the animal breathed carbogen,

corresponding to the emergence of the oxyhemoglobin absorption features around

550 nm in the spectra shown in figure 4.13(b). After a few minutes of carbogen

breathing, the measured SO2 stabilizes at an elevated level. The timecourse of the

elevation and stabilization of SO2 are in qualitative agreement with the results of

previous optical studies (Hull et al., 1999; Liu et al., 2000) and consistent with

observed changes in MRI signal (Ilangovan et al., 2002; Robinson et al., 1995;

1997), although it should be noted that MRI measurements do not directly mea-
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sure SO2. After carbogen administration is stopped, the tumor oxygen saturation

decreases, but remains elevated relative to its pre-carbogen level, as observed pre-

viously (Hull et al., 1999). As expected, the saturation level drops to zero with

nitrogen asphyxiation.

The responses to carbogen breathing illustrated in figures 4.13, 4.14 and 4.15

are not exceptional, however it is interesting to note that each animal’s response

is different. In figure 4.16, we have plotted the change in hemoglobin saturation

induced by carbogen inhalation as a function of the initial saturation.

The initial oxygen saturation was determined by averaging the values obtained

from several spectra taken immediately before the administration of carbogen.

The final values were found from a similar average of several measurements made

after 10 minutes of carbogen breathing. In each case, we have confined SO2 to be

positive. Each data point represents the median of the six measurements made

with different detector fibers on a single tumor. Errorbars span the range from

the minimum of the six measurements to the maximum. They therefore indicate

the variations within each tumor, not the uncertainties in the measurement. The

solid line indicates a final carbogen-induced SO2 of 100%. The filled data points

indicate measurements made on mice that received ALA prior to measurement.

Several features of tumor oxygenation dynamics in response to carbogen are ev-

ident in figure 4.16. First, the initial oxygen saturations measured from murine tu-

mors in this study span the range from 0 to 70% saturation. A similar range of ini-

tial saturations was observed previously in experiments in our laboratory in which

rats bearing R3230 tumors were exposed to inhaled carbogen (Hull et al., 1999).

In those experiments, oxygen saturation was determined by radially-resolved re-
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Figure 4.16: Change in SO2 induced by carbogen as a function of initial
SO2. Each data point represents the median of six measurements made with
six detector fibers on the same tumor. The errorbars span the range of the
six measurements. The solid line indicates a carbogen-induced saturation of
100%. Mice that received ALA injection are indicated by filled data points.
The dashed line represents a change in pO2 of 16.1 Torr, a value determined
by a best fit to these data.

flectance spectroscopy, yielding a measurement of the average saturation over a

large portion of the tumor volume. In contrast, the measurements depicted in

figure 4.16 require only one detection fiber each. Each detection fiber samples a

small, distinct volume of the tumor, as shown in appendix B.1. This allows an as-

sessment of the variation in tissue oxygenation and response to carbogen not only

among tumors, but within a single tumor as well. As illustrated in figures 4.14
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and 4.15, the oxygenation and total hemoglobin concentration may vary consider-

ably within a single tumor. This is reflected in the errorbars in figure 4.16, which

represent the range of measurements within each tumor. In extreme cases, the

intra-tumoral variation in initial SO2 is nearly as large as the differences between

animals.

The change in tumor oxygen saturation induced by carbogen inhalation

(∆SO2) also varies significantly among animals. This nonuniformity of response

has been observed previously in a number of tumor model systems (Hull et al.,

1999; Ilangovan et al., 2002; Lanzen et al., 1998; Robinson et al., 1995). The ini-

tial value of SO2 is not predictive of the carbogen-induced change in SO2. Some

tumors with initial tissue oxygen saturations of 20% exhibit increases in SO2 of

nearly 80%, while others with the same initial saturation show no change or a

slight decrease.

The response to carbogen within individual tumors exhibits some heterogene-

ity, as shown in figure 4.15 and by the vertical errorbars in figure 4.16. In the

cases presented here, it was rare to see a large response to carbogen in one part of

a tumor and no response in another. Of the 14 animals involved in this study, 11

exhibited increases in SO2 in all six detection fibers with the onset of carbogen. In

the remaining three animals, SO2 increased in some fibers and decreased in oth-

ers. In these cases, the carbogen-induced changes in SO2 were not significantly

greater than the uncertainty in the measurement.

In their analysis of carbogen-induced saturation changes in rat tumors, Hull

et al. (1999) determined a global best fit value of the carbogen-induced change in
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pO2 of 29.7 ± 6.6 Torr by fitting the equation

∆SO2 =

[(
SO2pn

50

1−SO2init

) 1
n

+ ∆pO2

]n

[(
SO2initpn

50

1−SO2init

) 1
n

+ ∆pO2

]n

+ pn
50

− SO2init (4.12)

to the measured ∆SO2, where SO2init is the tumor’s initial SO2. We have per-

formed the same analysis on our murine tumor data using the same values of of n

(2.46) and p50 (33.7 Torr), and found a best fit value for ∆pO2 of 16.1 ± 3.8 Torr.

The corresponding line of constant ∆pO2 is shown in figure 4.16. Like those of

Hull et al. (1999), our results are suggestive of two subpopulations of tumors with

different degrees of response to carbogen. Three of the tumors we have examined

exhibited negligible response to carbogen inhalation. The remainder, including

the two tumors with the lowest initial SO2, exhibited a median increase in pO2 of

at least 8 Torr.

Those mice that received ALA injection before measurement, indicated by the

filled symbols in figure 4.16, did not exhibit significantly different initial blood

hemoglobin saturations from those that did not. The increase in SO2 induced by

carbogen breathing, however, was significantly greater in the ALA-sensitized mice,

with a Student’s T-test p value of 0.03. All five of these mice exhibited increases

in pO2 greater than the best fit value of 16.1 Torr, a characteristic shared by only

two of the nine non-ALA mice.

Measurements of [Hb ]t during carbogen inhalation can provide some insight

into the mechanism of the carbogen-mediated increase in tissue oxygenation. In

a tumor with partially closed or blocked vessels, an increase in blood flow could
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Figure 4.17: Change in SO2 induced by carbogen breathing as a function of
the corresponding change in [Hb ]t. Each data point represents the median
of six measurements made with six detector fibers on the same tumor. The
errorbars span the range of the six measurements. Mice that received ALA
injection are indicated by filled data points.

lead to an opening of vessels and an increase in local blood volume and oxygen

saturation. We find no correlation between the change in SO2 induced by carbogen

and the accompanying change in [Hb ]t, as shown in figure 4.17.

These results, which agree with those of Hull et al. (1999), suggest that the

primary mechanism leading to the increase in tumor SO2 is not related to the

opening of closed blood vessels. In 8 of the 14 animals studied, the median [Hb ]t

decreased with carbogen breathing. 9 of the 14, however, exhibited increases in
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one region of the tumor and decreases in another. It may be that the changes in

[Hb ]t we observe are correlated with changes in local blood flow rate within already

open blood vessels. In a study of R3230 tumors in rats, Lanzen et al. (1998) found

tumors in which the blood flow, as measured by laser Doppler probes, increased in

one region and decreased in another. It is possible that the two measurements are

detecting the same physiological phenomenon, however the lack of simultaneous

flow and blood volume measurements in both studies makes a direct correlation

impossible.
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4.5 Discussion

In this chapter, we have demonstrated the ability of spectrally resolved measure-

ment of diffuse reflectance at a single source-detector separation to yield quantita-

tive information about the concentration and identity of absorbers in turbid me-

dia. This development represents a significant step toward the implementation of

diffuse reflectance spectroscopy in clinical settings. Previously developed radially-

resolved methods require relatively large probes (Hull and Foster, 2001b; Nichols

et al., 1997). This limits their applicability to skin and other easily accessible

tissues or to invasive measurements. In contrast, the source-detector separations

used in the measurements presented here are small enough to allow construction

of probes compatible with endoscopy. The probe we have used is ideal for testing

purposes because is allows simultaneous measurement at many source-detector

separations. The spectral analysis, however, requires only a single source-detector

pair. It can therefore be applied to data acquired by much simpler probes.

We have demonstrated the ability of this apparatus and method of analy-

sis to extract relevant physical information from spectra measured in vivo in a

murine tumor model. Our P3-based fitting algorithm provides accurate analysis of

data obtained at source-detector separations much smaller than those required for

radially-resolved diffuse reflectance spectroscopy. The inclusion of data at wave-

lengths where hemoglobin is highly absorbing makes it possible to quantify the

effects of absorption using these small source-detector separations, allowing us to

measure much smaller tumors. Unlike previous studies in our laboratory (Hull

et al., 1999), no special tumor geometry is required to match the dimensions of
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the probe or the geometrical requirements of the fitting model. This allows us

to conduct quantitative in vivo experiments on tumors of a size and shape that

could reasonably be treated clinically using PDT. In addition to extending the

work done previously in our laboratory to a new tumor model and a much smaller

probe, our results allow a measure of the heterogeneity in hemodynamics within a

single tumor. Heterogeneity in oxygenation is especially relevant to PDT. If even

a small fraction of the tumor volume is rendered hypoxic and thus protected from

photodynamic damage, the surviving cells can initiate tumor regrowth, leading to

a failure of treatment. Given a rigorous model of oxygen transport in tissue, the

methods developed in this chapter provide a means of assessing the likelihood of

local PDT-induced hypoxia, which could prove valuable for treatment planning.

The observation that variations in [Hb ]t and SO2 on millimeter distance scales

can be resolved by our probe and quantified using the P3 fitting algorithm suggests

that a properly designed probe could be used to generate low-resolution images

of tissue. A probe consisting of a source fiber surrounded by concentric rings of

detection fibers, for example, could sample a circular region of tissue 3 mm in

diameter without exceeding the range of source-detector separations over which

our methods have been tested. While the volume of data generated by such a probe

would be significant, the analysis of the data would be fundamentally identical

to that demonstrated here. Further studies would be required to determine the

actual resolution of such a device, however the preliminary results shown here are

promising.

Finally, the increased carbogen sensitivity of mice given ALA prior to mea-

surement is a potentially interesting result. While our small sample size and lack
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of rigorous controls make a definitive evaluation of the causes of this effect impos-

sible, two possible explanations present themselves. First, ALA has been observed

to increase heart rate and reduce blood pressure in patients with previous cardio-

vascular disease (Waidelich et al., 2001). It is possible that the increased SO2

response in ALA-sensitized mice is due to a systemic cardiovascular response.

Second, the region of the tumor being measured is exposed to light from our

fiber-optic probe. While the total power delivered to the tumor is much lower

than that which would be given during a PDT treatment, the fluence rate imme-

diately under the source fiber may be large enough to cause some photodynamic

damage. It is possible that the increased SO2 we observe is due to a physiological

response to photodynamic insult. While the results we have obtained here are

preliminary, the possibility that ALA could both sensitize tumors and make them

more responsive to carbogen warrants further investigation.

The results presented here demonstrate the basic methods of single-point re-

flectance spectroscopy and hint at its potential. We anticipate that the accuracy

and efficiency of the algorithm can be further improved by the implementation of

a more accurate set of absorption basis spectra. An independent characterization

of the absorption spectrum of hemoglobin in its native environment would allow

the spectral flattening effect resulting from pigment packaging to be accounted

for directly, rather than approximated as it is here. Our results in phantoms and

in vivo indicate that even with partially flawed basis spectra and an approximate

model of the reduced scattering spectrum, the reflectance fitting algorithm can

extract a wealth of information from a simple set of measurements in a variety of

model systems.
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Chapter 5

Forward-adjoint Fluorescence

Spectroscopy

5.1 Introduction

In the experiments described in chapter 3, we made use of in vivo fluorescence

spectroscopy to quantify the extent of sensitizer photobleaching during PDT. In

addition to its applications in photodynamic dosimetry, sensitizer fluorescence has

been used to identify cancerous tissue, which takes up or retains sensitizer more

efficiently than surrounding normal tissue, a technique known as photodynamic

diagnosis (PDD) (Chaudhury et al., 2001; Marcus et al., 1996, and references

therein). In the absence of exogenous fluorophores, many tissues exhibit inherent

fluorescence, known as autofluorescence. The shape and intensity of the autofluo-

rescence spectrum depend on the identity and relative concentrations of naturally

occurring fluorophores in the tissue. Variations in tissue autofluorescence have
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been used to distinguish diseased from normal tissue (Andersson-Engels et al.,

1991; Richards-Kortum and Sevick-Muraca, 1996). For example, fluorescence

emitted by naturally occurring and induced porphyrins has been observed at ele-

vated levels in oral cancers (Inaguma and Hashimoto, 1999) and psoriatic plaques

(Bissonnette et al., 2001; 1998).

Another fluorophore of particular interest in PDT is reduced nicotinamide

adenine dinucleotide (NADH). NADH and its nonfluorescent, oxidized counterpart

NAD form a redox pair which play a vital role in electron transport in living cells.

A decrease in cellular oxygenation can lead to the reduction of NAD into NADH,

resulting in an increase in NADH fluorescence. This effect has been observed ex

vivo in skin samples (Pappajohn et al., 1972) and in vivo in pig and rat muscle

tissue (Cordeiro et al., 1995; van der Laan et al., 1998) In addition, Pogue et al.

(2001) have observed decreases in the NADH fluorescence of normal muscle in

response to damage induced by PDT, potentially allowing it to be used as a

surrogate measure of photodynamic dose.

The quantitative evaluation of in vivo fluorescence is complicated by the fact

that any measurement of the fluorescence of intact tissue is subject to distor-

tion by the effects of absorption and scattering. For fluorescence to be used for

quantitative determination of fluorophore concentration, this distortion must be

removed, leaving only the intrinsic fluorescence spectrum of the sample. We de-

fine the intrinsic fluorescence spectrum of a sample as the spectrum that would

be measured from the same sample in the absence of absorption and scattering.

The recovery of intrinsic fluorescence has been investigated by several re-

searchers. The methods and algorithms they have developed fall into three general
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categories. The first comprises those methods that depend on an approximate

relation between the measured fluorescence and the reflectance at one or more

wavelengths to correct distortions in the fluorescence. The empirical method em-

ployed in chapter 3, in which the fluorescence is divided by the reflectance at the

emission wavelength and by the reflectance at the excitation wavelength raised to

the 0.8 power, is one example. Weersink et al. (2001) developed a similar method

in which the fluorescence measured at one source-detector separation is corrected

for absorption and scattering by dividing by the excitation-wavelength reflectance

acquired at a different separation. The optimal source-detector separations for

the measurement of reflectance and fluorescence were determined by analyzing

the results of Monte Carlo simulations. Fluorescence correction algorithms of this

type do not depend on knowledge of the sample’s optical properties, but do not

provide a measure of the optical properties either. They are useful in cases such

as the measurement of photosensitizer bleaching presented in chapter 3 where

the sample optical properties do not vary greatly. Because these methods rely

on approximate relations between fluorescence and reflectance, they generally are

effective only over a limited range of absorption and scattering and only for a

specific source-detector geometry.

The second category of fluorescence correction schemes includes those which

require quantitative knowledge of the sample optical properties to perform the

correction. The known values of µa and µ′s inform a model of fluorescence gen-

eration and propagation that is used to extract the intrinsic fluorescence. To be

useful, these methods must be coupled with algorithms or measurements capable

of determining the sample optical properties. Several researchers have proposed
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various correction algorithms based on one-dimensional models of light propaga-

tion, each including a means of determining the sample µa and µ′s (Durkin et al.,

1994; Gardner et al., 1996; Zhadin and Alfano, 1998). These models necessarily

impose limitations on the geometry of the fluorescence measurement, requiring

wide collimated excitation beams and model-specific detector configurations. In

order to correct fluorescence measurements made with small fiber optic probes

of arbitrary geometry, a three-dimensional model of fluorescence propagation is

needed. One such algorithm, developed by Wu et al. (1993) and later refined by

Müller et al. (2001), uses an analytic function of the reflectance at the excitation

and emission wavelengths to correct the fluorescence emission. The analytic func-

tion requires knowledge of µ′s at both the excitation and emission wavelengths. A

separate analysis of the reflectance spectrum is required to determine these values.

In the discussion so far, we have presented the distortion in the fluorescence

resulting from absorption and scattering within tissue as a hindrance to the ex-

traction of quantitative fluorescence from measurements. The distortion itself,

however, caries potentially useful information about the optical properties of the

tissue. A third category of methods for determination of intrinsic fluorescence

makes use of the fluorescence distortion to determine the sample’s optical prop-

erties, which are then used to remove the fluorescence distortion. In an early

investigation of this concept, Vari et al. (1993) measured the autofluorescence

spectra of rabbit kidneys during blood vessel occlusion and found that the ratio

of measured emission intensities at two wavelengths was correlated with the level

of blood perfusion. In a subsequent study, Shehada et al. (2000) used the ratio of

autofluorescence emission measured at two different radial positions to obtain an
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‘attenuation spectrum’ of rabbit kidney and myocardium tissue. They obtained a

measure of the hemoglobin oxygen saturation by fitting the attenuation spectrum

as a linear combination of attenuation spectra measured in tissues with varying

degrees of hypoxia. While these studies demonstrated that absorption information

could be extracted from the fluorescence distortion, both used empirical methods

to relate the measured data to physiologically relevant quantities, and neither

proceeded to the final step of correcting distortions in the measured fluorescence.

In this chapter we present two sets of fluorescence correction algorithms. Both

are based on the forward-adjoint model of fluorescence in turbid media developed

in chapter 2. The details of the forward-adjoint model used in each algorithm

depend on the geometry of the measurement. The simplest geometry is one in

which both the source and the detector are isotropic and both are embedded in

an infinite scattering medium. This infinite-medium case is of particular interest

here because the forward-adjoint P3 approximation has an analytic solution in

infinite media, as shown in section 2.3.1. In the more complicated case of a semi-

infinite scattering medium interrogated by an optical fiber-based probe, we use

the forward-adjoint scaled Monte Carlo algorithm described in section 2.3.2 to

evaluate the fluorescence.

The first set of algorithms we have developed corrects the fluorescence using

prior knowledge of the sample optical properties, which is obtained via the re-

flectance fitting algorithm described in chapter 4. Our method has the advantage

that it is applicable to arbitrary optical properties and source-detector geometry

and, unlike the model of Müller et al. (2001), requires no instrument-dependent

correction factors. The second set of algorithms allows quantitative extraction of
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the sample optical properties and recovery of the intrinsic fluorescence from a sin-

gle fluorescence emission spectrum. In this case, the forward-adjoint fluorescence

model is fit to the fluorescence spectrum by a nonlinear fitting algorithm analo-

gous to that used for the analysis of reflectance in chapter 4. The free parameters

in the fit are the concentrations of known absorbers, the amplitude and shape of

the reduced scattering spectrum and the concentrations of known fluorophores.

To test these algorithms’ ability to obtain accurate intrinsic fluorescence spec-

tra, we start with the simplest case, that of simulated fluorescence in an infinite

medium. We then move on to measurements made in a semi-infinite geometry in

tissue-simulating phantoms containing human erythrocytes. Finally, we present

preliminary results on the fitting of fluorescence acquired in vivo from murine

tumors.
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5.2 Methods

5.2.1 Definition of intrinsic fluorescence

Before we develop the algorithms and experimental methods for correcting the

distortions that absorption and scattering impose on the measured fluorescence

spectrum, we must define what is meant by the undistorted or ‘intrinsic’ spectrum.

In section 2.3, we described a forward-adjoint model of fluorescence propagation

in which the fluorescence signal detected from a sample with uniformly distributed

fluorophores is given by

Rdet = (λx/λm)µafφf

∫
V

Φx(r)Φ̃m(r) d3r, (5.1)

where Φx is the excitation fluence rate, Φ̃m is the emission-wavelength positional

importance, µaf is the fluorophore absorption coefficient at the excitation wave-

length, φf is the fluorescence quantum yield, the wavelength ratio (λx/λm) ac-

counts for differences in photon energy at the excitation and emission wavelengths,

and the integral is over the volume of the sample. Φx and Φ̃m depend on the sam-

ple optical properties. The remaining terms, however, do not; they are intrinsic

characteristics of the fluorophore or fluorophores that make up the sample. We

therefore define the intrinsic fluorescence F0 as the product (λx/λm)µafφf . This

definition makes intuitive sense: F0 is independent of optical properties except

for µaf , and because of its dependence on µaf , it is proportional to fluorophore

concentration. Equation 5.1 is dimensionally consistent. The product (F0Φx)

gives the effective source distribution, with dimensions of power per unit volume.
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Because Φx has dimensions of power per unit area, F0 must have dimensions of

inverse length.

F0 as we have defined it is an experimentally obtainable quantity. To illus-

trate this, we consider a small sample of fluorophore dissolved in a non-scattering,

non-absorbing solvent. The sample is illuminated by an excitation source of unit

fluence rate that provides uniform irradiation of the sample. Emitted fluorescence

is collected by a detector, such as an integrating sphere, that is capable of cap-

turing all of the light emitted by the sample. In this case, both Φx and Φ̃m are

unity over the sample volume, so Rdet takes the form

Rdet = (λx/λm)µafφf

∫
V

(1 · 1) d3r = F0V. (5.2)

F0 can therefore be understood as the rate of fluorescence emission per unit volume

per unit excitation fluence rate. When multiple fluorophores are considered, the

F0 of the mixture is equal to the sum of the F0’s of the individual fluorophores.

5.2.2 Generation of simulated fluorescence spectra

To evaluate the ability of the forward-adjoint fluorescence model to correct fluo-

rescence distortion and to extract information about tissue optical properties, we

have created several data sets using Monte Carlo simulation. The details of the

Monte Carlo algorithm used depend on the geometry of the measurement we wish

to simulate, as detailed below.
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5.2.2.1 Simulation of fluorescence in infinite media

First, we consider the case of an isotropic source of excitation light and an isotropic

detector embedded in an infinite homogeneous medium with a uniform distri-

bution of absorbers, scatterers and fluorophores. We have created a simulated

data set appropriate to this geometry using a variant of the scaled Monte Carlo

method described in chapter 2. The infinite geometry does not require attention

to boundaries. Furthermore, the spherical symmetry of the problem allows us to

count every absorption event within the spherical shell containing the detector as

a detection event. The result is an efficient, fully forward Monte Carlo routine.

Although the forward-adjoint formalism is not employed here, the end result is

the same as that of the routine described in section 2.3.2: a joint probability dis-

tribution p (lx, lm) that is equal to the signal contributed by fluorescence photons

that have travelled a distance lm in the tissue after being excited by excitation

photons that have travelled a distance lx prior to absorption.

The total signal collected in a medium with arbitrary absorption coefficients

is then given by

F (µax, µam) =

∞∫
0

∞∫
0

p(lx, lm)e−(µax−µax MC)lxe−(µam−µam MC)lm dlm dlx, (5.3)

where the subscripts x and m indicate optical properties at the excitation and

emission wavelengths, respectively, and the subscript MC indicates the value of

µa used in the original Monte Carlo simulation. In practice, the integrals in

equation 5.3 are approximated by summation. A separate simulation is run for

each set of scattering coefficients for which simulated data is needed.
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Cases where the desired scattering coefficient is not among those for which

a simulation has been run can be handled by linear interpolation. To generate

a simulated spectrum, equation 5.3 is applied using the value of µam at each

wavelength where emission is detected. The simulations described above assume

a uniformly distributed fluorophore with a flat emission spectrum. The actual

detected fluorescence spectrum can be obtained by multiplying the Monte Carlo-

derived signal by the fluorophore’s intrinsic emission spectrum. Random noise is

then added to the calculated spectrum to simulate the noise in a real measurement.

5.2.2.2 Simulation of fluorescence in semi-infinite media

In the case of semi-infinite media, the algorithm we wish to test is based on a

scaled Monte Carlo algorithm. In the spirit of using an independent model to

test the algorithm, we use a non-scaled Monte Carlo routine to generate the simu-

lated semi-infinite data set. This algorithm traces excitation photons, fluorescence

photons and emission-wavelength reflectance photons independently, allowing the

simulation of the fluorescence and reflectance spectra one would obtain from a

real measurement. In order to construct these spectra, a separate simulation was

run at each wavelength of interest. Because the errors at different wavelengths

are uncorrelated, random noise was not added to this data set. Instead, the sim-

ulation was terminated when the error in each signal reached the levels expected

from experiments. The design of the Monte Carlo algorithm and the matching of

the error in the reflectance and fluorescence signals is detailed in appendix A.
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5.2.3 Fluorescence phantom preparation

Tissue-simulating phantoms were prepared as described in section 4.2.3. In order

to simulate the fluorescence emission of tissue, we added reduced nicotinamide

adenine dinucleotide (NADH) to the phantoms. NADH, one of the major com-

ponents of tissue autofluorescence, is excited efficiently by 365 nm light and has

a broad emission peak centered around 455 nm. We expect fluorescence acquired

in vivo to include contributions from other fluorophores as well. A reasonable

test of the fitting algorithm should therefore include multiple fluorophores. In

the phantom case, non-NADH fluorescence was provided by the inherent fluores-

cence emission of the Liposyn emulsion, which has an emission peak at a shorter

wavelength than that of NADH. At the concentrations used in our phantoms, the

emission intensity of NADH was approximately 4 times that of the Liposyn.

5.2.4 Animal tumor model

EMT-6 tumors were grown subcutaneously in BALB/c mice as described in chap-

ter 4. These tumors exhibit fluorescence due to naturally occurring NADH. To

provide fluorescence typical of sensitized tissue, several randomly selected animals

were given i.v. injections of aminolevulinic acid (ALA) at a dose of 200 mg kg-1,

leading to the production of protoporphyrin IX (PpIX) in the tumor and sur-

rounding tissue. As described in chapter 4, the animals were anesthetized and

the tumors exposed surgically prior to spectroscopic measurements. Measure-

ments were made while the animals breathed room air, carbogen, and nitrogen

sequentially.
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Figure 5.1: (a) Image of the face of the diffuse reflectance/fluorescence probe
with the detection and source fibers illuminated and (b) schematic illustrating
the distances in millimeters between detection fibers and the fluorescence
excitation source fiber.

5.2.5 Spectral data acquisition

Fluorescence spectra were acquired using the fiber-optic probe described in chap-

ter 4. The end view of the probe shown in figure 4.1 is reproduced in figure 5.1,

along with a schematic illustrating the source-detector geometry used for fluores-

cence measurements. The fiber labelled ‘r’ in figure 5.1(a) was used to deliver

white light for the reflectance measurements described in chapter 4. For fluores-

cence measurements, a second fiber (labelled ‘f’) was used to deliver fluorescence

excitation light to the sample. 365 nm excitation light was provided by a 100 W

mercury arc lamp and double monochromator. Electronic shutters (Vincent As-

sociates) allowed the lamps to be blocked, so that each sample was exposed to



5.2. METHODS 268

light only when spectra were being acquired. The six remaining fibers (labelled

’d’) were used to collect light from the sample.

The signal from each fiber was captured and digitized by the spectrograph

and CCD system described in section 4.2.1. The spectra acquired by the CCD

were corrected for digitization offset and fiber-to-fiber crosstalk using the methods

presented in that section. In the case of fluorescence measurements, the through-

put of the probe and the response of the CCD were characterized by comparing

the known and measured spectra of a calibrated light source (Ocean Optics LS-1-

CAL). This process yielded a wavelength-dependent calibration factor, which was

multiplied by each measured fluorescence spectrum to correct its shape for fiber

absorption and spectral variations in instrument response.

The wavelength range of the spectrograph and CCD combination was such

that a fraction of the reflected excitation light was collected by the detector.

This signal was integrated over the bandpass of the excitation monochromator to

provide a relative measure of the reflectance at the excitation wavelength.

5.2.6 Correction of fluorescence spectral distortion

In cases where the optical properties of a turbid sample are known, the forward-

adjoint theory described in chapter 2 predicts the distortion imposed by absorp-

tion and scattering on the fluorescence spectrum recovered from the sample. The

distortion spectrum is found by evaluating equation 2.51 or 2.61 at each emis-

sion wavelength of interest with the fluorophore absorption coefficient µaf and

quantum yield φf set equal to one. The intrinsic fluorescence is then found by

dividing the measured fluorescence emission spectrum by the distortion spectrum.
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The distortion spectrum calculation is informed by the absorption and scattering

properties of the medium at both the excitation and emission wavelengths. It

therefore corrects distortions in the shape of the emission spectrum, which are

caused primarily by absorption of emitted fluorescence, as well as distortions in

fluorescence amplitude, which may result from absorption of the excitation light,

the emitted fluorescence or both.

5.2.7 Fluorescence fitting algorithm

The algorithm we use to extract optical property information from fluorescence

emission spectra acquired in turbid media is similar to that used to fit diffuse

reflectance spectra in chapter 4. As with reflectance, the goal of the fitting is to

determine the best fit value of a vector a that characterizes the medium. The

first four elements of a have the same meaning as they did in the reflectance case.

a1 and a2 are the concentrations of oxy- and deoxyhemoglobin, respectively, and

the reduced scattering spectrum is given by the equation

µ′s(λ) = a3(λ/λ0)
−a4 , (5.4)

as described in section 4.2.2.3.

The fitting of fluorescence spectra also requires a model of the intrinsic fluo-

rescence emission spectrum defined in section 5.2.1. We model this spectrum as

a superposition of spectra of known fluorophores, as we did in chapter 3, however

in this case we omit the Fourier series in the interest of limiting the number of

fitting parameters. According to this model, the intrinsic fluorescence is given by
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F0(λ) = F1(λ) + a5F2(λ) + a6F3(λ) + · · · , (5.5)

where the Fn(λ) is the fluorescence emission intensity of the nth fluorophore at

wavelength λ. For purposes of fitting, the algorithm normalizes both the measured

and best fit spectra to 1 at a predetermined wavelength λN , in this case 650 nm.

The algorithm assumes that the amplitude of the first fluorophore is equal to

1.0, and uses the shape of the fluorescence spectrum to determine the relative

contributions of the other fluorophores, a5, a6 and so on. When the fit is complete,

the amplitudes of all the fluorophores are scaled by a common factor to obtain their

true values. This factor accounts for the fact that the measured spectrum and the

best fit spectrum are multiplied by different numbers to achieve normalization

and is given by the ratio of the absolute measured fluorescence to the best fit

fluorescence at the normalization wavelength.

Each iteration of the fluorescence fitting algorithm consists of four steps. First,

a trial vector a is chosen. Second, the corresponding fluorophore concentrations

a5, a6, and so on are used to generate a trial intrinsic fluorescence spectrum.

Third, the P3 forward adjoint expression derived in section 2.3.1 or the scaled

Monte Carlo forward-adjoint algorithm described section 2.3.2, informed by the

optical properties specified by a1 through a4, is used to generate a trial distorted

fluorescence spectrum. Finally, this trial distorted spectrum is normalized to

1 at λN and compared with the normalized measured spectrum. The process

is repeated, with a new a chosen after each iteration, until the two match to

within predefined criteria. Our fitting algorithm returns the concentrations of
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known absorbers, parameters describing the scattering, and amplitudes of known

fluorophores. These parameters allow us to reconstruct the optical properties of

the medium, and we can use this knowledge to determine the intrinsic fluorescence

spectrum as described in section 5.2.6.

Fluorescence fitting, because it admits more free parameters than reflectance

fitting, is more sensitive to parameter crosstalk. In our phantom data, we find that

this crosstalk is especially troublesome in the fitting of the scattering exponent a4

in equation 5.4. The fitting algorithm has a tendency to find local minima of χ2

where the value of a4 is very low or even negative. We have found no reports in

the literature to support values of the scattering exponent less than 1 or greater

than 2 over the wavelength range of our measurements. We therefore restrict the

fitting algorithm to this range during fluorescence fitting.

Fluorescence fitting generally requires more computer time than reflectance

fitting because the larger number of free parameters increases the size of the

parameter space that must be searched and therefore the number of iterations

required to reach convergence. In the infinite medium case, the analytic solution

to the forward-adjoint problem can be used. In this case, the fitting takes only

slightly longer than the corresponding reflectance fitting. When fitting fluores-

cence from semi-infinite media, however, we generate the forward-adjoint solution

using scaled Monte Carlo simulations. This process is extremely computation-

ally intensive. To reduce the time required for fitting, we decrease the number

of wavelengths involved in each fit by a factor of 5. This degrades the resolu-

tion of the fluorescence spectra from 0.8 nm to 4 nm, however this is sufficient

to resolve the narrowest spectral features we expect to encounter. Resampling
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has the added advantage that the spectrum’s signal-to-noise ratio in improved by

approximately
√

5.

In cases of high absorption and large source-detector separation, the fluores-

cence spectra we obtain have weak signal and therefore low signal-to-noise ratio.

To further reduce the effects of random noise, we filter each spectrum with the

Savitzky-Golay smoothing algorithm described by Press et al. (1992) prior to

resampling. The Savitzky-Golay filter reduces high-frequency noise while main-

taining the shape of true spectral features.

In the reflectance fitting described in chapter 4, we found that fitting of nor-

malized data led to ambiguity in the determination of µ′s. In that case, the fitted

value of µ′s was shown to be determined poorly by the fitting algorithm, a short-

coming that was easily corrected by multiplying by the ratio of the factors by

which the measured and constructed reflectance spectra were scaled. This correc-

tion was based on the observation that the absolute magnitude of the reflectance

and the value of µ′s share an approximately linear relationship over the source-

detector separations of our measurements. In the case of fluorescence fitting, the

situation is slightly more complicated. As described above, the ratio of scaling

factors in this case is used to determine the concentration of fluorophore present

in the sample. Some ambiguity remains however; an increase in the measured

fluorescence intensity resulting from an increase in scattering coefficient could be

misinterpreted as an increase in fluorophore concentration. A separate measure-

ment of µ′s or of fluorophore concentration is required to resolve this ambiguity.

Our measured data includes a relative measurement of the reflectance at the

excitation wavelength, Rx. Using the values of µa and µ′s obtained by fitting the
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fluorescence spectrum, we can calculate a ‘best fit’ Rx. Comparing the theoretical

and measured values of Rx can serve as a check on the accuracy with which µ′s

has been determined. We cannot, however, use the ratio of the best fit Rx to the

measured value to correct errors in the determination of µ′s. Over the range of

source-detector separations and optical properties we expect to encounter in the

studies presented here, Rx is not a monotonic function of µ′s. An overestimate of

Rx is as likely to result from an underestimate of µ′s as from an overestimate.

5.2.8 Choice of fluorescence basis spectra

Our fluorescence phantoms contain two separate fluorophores. The majority of the

fluorescence emission arises from NADH, which we have added for the specific pur-

pose of generating fluorescence. A smaller component arises from Liposyn, whose

primary purpose is to scatter light within the phantom. Because Liposyn is highly

scattering, its fluorescence emission spectrum cannot be measured in nonscatter-

ing solution. In addition, we have observed that some fluorophores exhibit altered

absorption spectra in the presence of Liposyn. To avoid these complications, we

have generated basis spectra derived from measurements of the fluorophores of

interest in Liposyn phantoms that did not include any other absorbers. These

spectra may still be distorted by wavelength-dependent scattering. We have cor-

rected these effects using the scaled Monte Carlo forward-adjoint algorithm. For

the purposes of this correction, we have assumed that the Liposyn phantom, which

contained 0.9% lipids by volume, had a reduced scattering coefficient proportional

to λ−1.5 and equal to 1.0 mm-1 at 630 nm and produced negligible absorption over
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the wavelength range we measured. These assumptions are in agreement with the

work of van Staveren et al. (1991).

For the fitting of fluorescence spectra acquired in vivo, we have adopted the

NADH spectrum described above as one of our basis spectra. The animals also

exhibit fluorescence at wavelengths shorter than those at which NADH emits

strongly. Similar fluorescence has been observed in colonic tissue by Schomacker

et al. (1992), who attributed it to naturally occurring collagen, although other pig-

ments, such as elastin, may contribute to the emission in this wavelength range

as well (Wagnières et al., 1998). To account for these fluorophores and others at

shorter wavelengths, we have added a basis spectrum consisting of a Lorentzian

centered at 350 nm. This spectrum does not correspond to any particular fluo-

rophore, however it approximates the short-wavelength non-NADH fluorescence

of tissue.
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5.3 Correction of fluorescence distortion using

algorithms informed by reflectance measure-

ment

In this section, we present several examples in which the distortions imposed

on measured fluorescence spectra by absorption and scattering are corrected us-

ing a forward-adjoint fluorescence model informed by reflectance measurements

acquired from the same sample with the same source-detector geometry. The

optical properties of the sample are obtained solely from the reflectance mea-

surement; the only information gained from the fluorescence measurement is the

intrinsic fluorescence emission spectrum of the sample. The particular fluores-

cence model used to correct the distortions in the fluorescence is determined by

the geometry of the measurement. In the case of isotropic sources and detectors

in an infinite medium, we use the analytic forward-adjoint P3 expression derived

in section 2.3.1. For semi-infinite media interrogated by our optical fiber probe,

we use the scaled Monte Carlo forward-adjoint model developed in section 2.3.2.

5.3.1 Correction of simulated fluorescence in infinite me-

dia using the forward-adjoint P3 model

Using the method described in section 5.2.2, we have created a synthetic data

set which simulates the fluorescence spectra expected in infinite media. In each

case, the intrinsic fluorescence spectrum is composed of two Lorentzian lineshapes

centered at 455 and 350 nm, representing contributions from NADH and from



5.3. FLUORESCENCE CORRECTION INFORMED BY
REFLECTANCE FITTING 276

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 400  450  500  550  600  650  700  750

F
lu

or
es

ce
nc

e 
em

is
si

on
 (

a.
u.

)

Wavelength (nm)

Figure 5.2: Synthetic intrinsic fluorescence spectrum used in Monte Carlo
simulation (—) and the two Lorentzian components of which it is composed
(- - -).

other fluorophores with shorter wavelength emission, respectively, as shown in

figure 5.2. We will refer to the second contribution as ‘background’ fluorescence.

This intrinsic spectrum multiplied by the Monte Carlo-derived distortion yields

the distorted fluorescence emission spectrum. Several examples of the calculated

distorted fluorescence spectrum are shown in figure 5.3. The hemoglobin oxygen

saturation, SO2, is 0.75 for each of the spectra shown. The total hemoglobin

concentration, [Hb ]t, varies from 40 to 140 µM, as indicated in the legend. The

scattering coefficient at 630 nm and the scattering exponent are 1.0 mm-1 and

-1.5, respectively, and the distances from the source to the detector are 0.55 and

1.05 mm in panels (a) and (b), respectively. The distortions caused by the Soret

band and visible absorption bands of hemoglobin are clearly evident.
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Figure 5.3: Simulated fluorescence spectra detected at source-detector sep-
arations of (a) 0.55 and (b) 1.05 mm in turbid media containing various
concentrations of hemoglobin, as indicated in the legend. The intrinsic flu-
orescence spectrum is that shown in figure 5.2. The distortion is calculated
by a scaled Monte Carlo method, as described in the text. Calculations were
performed for tissue with a µ′s of 1 mm-1 at 630 nm, a scattering exponent
of -1.5, and SO2 of 0.75.
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For each fluorescence spectrum we generated, we have also created a simulated

diffuse reflectance spectrum. We have used the P3 fluence expression given in equa-

tion 2.18 to fit each simulated reflectance spectrum and extract the hemoglobin

concentration, reduced scattering coefficient at 630 nm and the scattering expo-

nent a4. We then used the P3 forward-adjoint algorithm, informed by these values,

to recover the intrinsic fluorescence spectra.

The resulting intrinsic spectra are shown in figure 5.4. Each spectrum shown

corresponds to one spectrum in figure 5.3. At a source-detector separation of

0.55 mm (panel (a)), the intrinsic fluorescence spectra recovered by the P3 algo-

rithm and the true intrinsic spectrum, indicated by the thick solid line, are in

close agreement over the range of total hemoglobin concentrations investigated.

As the detector is moved to a distance of 1.05 mm from the source (panel (b)),

the corrected spectra begin to deviate from the intrinsic spectrum. This deviation

results primarily from the decreased ability of the reflectance fitting algorithm to

recover the tissue optical properties accurately; in cases where the optical prop-

erties are recovered correctly, the intrinsic fluorescence is as well. Even when the

algorithm begins to fail, as in the high-[Hb ]t cases shown in figure 5.4(b), the

errors in the recovered intrinsic spectra are small compared with the dramatic

distortions being corrected, shown in figure 5.3(b).
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Figure 5.4: Simulated fluorescence spectra at source-detector separations of
(a) 0.55 and (b) 1.05 mm in infinite media corrected for the effects of ab-
sorption and scattering using a forward-adjoint P3 algorithm informed by the
optical properties obtained by fitting reflectance spectra. Total hemoglobin
concentrations are indicated in the legend. The solid line in each panel de-
picts the intrinsic fluorescence emission spectrum.
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Figure 5.5: Typical normalized fluorescence spectra acquired from an ery-
throcyte phantom containing NADH at oxygen tensions of (a) 149 and (b)
0 Torr with detection fibers 0.53 and 1.06 mm from the source fiber. Each
spectrum is the average of several spectra obtained at the same oxygen ten-
sion. Errorbars are omitted for clarity.
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5.3.2 Correction of fluorescence in erythrocyte phantoms

using the scaled Monte Carlo forward-adjoint algo-

rithm

To test the scaled Monte Carlo forward-adjoint algorithm in semi-infinite me-

dia, we turn to fluorescence spectra acquired from the surface of tissue-simulating

phantoms containing NADH and human erythrocytes. In these experiments, re-

flectance and fluorescence spectra were obtained sequentially as the phantom was

deoxygenated, allowing continuous monitoring of the phantom optical properties.

Typical fluorescence spectra obtained from the phantom at oxygen tensions of 149

and 0 Torr are shown in figure 5.5(a) and (b), respectively. Each spectrum is the

average of several spectra, normalized to 1 at 650 nm. Errorbars are omitted for

clarity. The fluorescence spectra exhibit obvious distortions due to hemoglobin

absorption.

We have corrected each spectrum for the effects of absorption and scattering

using the forward-adjoint algorithm and the optical properties determined by fits

to the corresponding reflectance spectra. The results are show in figure 5.6. The

corrected spectra are normalized to one at their peak wavelength. The intrinsic

fluorescence spectrum of the phantom, similarly normalized, is indicated by the

solid line accompanying each curve. The errorbars are found by propagation of

errors based on the calculated noise in the CCD signal. When the phantom is

well-oxygenated (panel (a)), the shape of the intrinsic fluorescence is recovered rea-

sonably accurately, although the spectrum acquired with the fiber 1.06 mm from

the source exhibits slight overcorrection in the wavelength range corresponding to
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Figure 5.6: Normalized fluorescence emission spectra obtained from phan-
toms containing NADH and human erythrocytes, corrected for the effects
of absorption and scattering using the scaled Monte Carlo forward- adjoint
algorithm informed by optical properties obtained by reflectance fitting. The
spectra obtained at oxygen tensions of (a) 149 and (b) 0 Torr correspond to
those shown in figure 5.5(a) and (b), respectively. For clarity, only every 5th

point is shown. The solid lines indicate the normalized intrinsic fluorescence
of the phantom.
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the visible absorption bands of oxyhemoglobin. In such regions of high absorption,

the relatively weak signal and the large distortion imposed by absorption conspire

to give large uncertainty in the corrected spectrum, as indicated by the errorbars.

In the deoxygenated phantom (figure 5.6(b)), the spectrum is recovered ac-

curately as well, with the exception of the region around 430 nm, corresponding

to deoxyhemoglobin’s Soret absorption band. The systematic overcorrection in

this region is likely the result of inaccuracies in the basis spectrum. Because the

distortion imposed on the fluorescence by the Soret band is the most severe en-

countered anywhere in the visible spectrum, the correction required to recover the

intrinsic fluorescence, and hence the sensitivity to inaccuracies in the absorption

basis spectra, is the greatest in this wavelength range. This region is also the

most sensitive to the absorber packaging effect described in section 2.4 and to

errors in the packaging parameters. The fact that the spectral shape is recovered

accurately in the face of similarly intense absorption when the absorber is oxyhe-

moglobin provides evidence that the overcorrection is a feature of our choice of

basis spectrum and not of the correction algorithm itself.

To verify that the errors evident in figure 5.6(b) are indeed the result of a

mismatch between our absorption basis spectra and the true hemoglobin absorp-

tion, we have generated simulated fluorescence data sets as described in section

5.2.2. The simulations were designed to match the conditions under which the flu-

orescence spectra we obtained from erythrocyte phantoms were measured. Each

simulated fluorescence spectrum was corrected for the effects of absorption and

scattering using optical properties obtained by fitting a corresponding simulated

reflectance spectrum. The results are shown in figure 5.7. The simulated spectra
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Figure 5.7: Fluorescence emission spectra obtained from Monte Carlo simu-
lation, corrected for the effects of absorption and scattering using the scaled
Monte Carlo forward-adjoint algorithm described in section 2.3.2. The spec-
tra were simulated using oxygen saturations of (a) 1 and (b) 0. The spectra
were normalized at their peak. The solid lines indicate the true intrinsic
fluorescence used in the simulations.



5.3. FLUORESCENCE CORRECTION INFORMED BY
REFLECTANCE FITTING 285

were generated using a total hemoglobin concentration of 100 µM. The simulated

hemoglobin oxygen saturations were 1 and 0 in panels (a) and (b), respectively.

Figure 5.7 and figure 5.6 were generated using the same algorithms. The primary

differences between the two are the higher signal-to-noise ratio in the simulated

data and the fact that the absorption basis spectra exactly match the absorbers

in the sample in the case shown in figure 5.7. The observation that the errors in

the recovered intrinsic fluorescence are much greater in the experimental case in-

dicates that they do in fact originate largely from errors in the basis spectra. Even

in the case of simulated data, the recovery of intrinsic fluorescence is imperfect,

due to small errors in the determination of the sample’s optical properties by the

reflectance fitting routine. In the cases shown, the reflectance fits overestimate

both µ′s and [Hb ]t. The overcorrection is more obvious in the deoxygenated case

for three reasons. First, for this particular set of simulated data, the overestimate

of [Hb ]t is greater in the deoxygenated case. This is coincidental; it was shown in

chapter 4 that the overestimate of [Hb ]t by reflectance fitting bears no systematic

relation to SO2. Second, the peak µa of deoxyhemoglobin is greater than that of

oxyhemoglobin. A larger correction is therefore required to obtain the intrinsic

fluorescence in the deoxygenated case. As a result, the deoxygenated case is more

sensitive to errors in the determination of the tissue optical properties. Finally, the

Soret absorption band of deoxyhemoglobin has its peak around 430 nm, compared

to 415 nm for oxyhemoglobin. Errors in the recovery of intrinsic fluorescence in

the deoxygenated case are therefore magnified by the fact that they occur close

to the fluorescence emission peak.
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5.4 Determination of optical properties and flu-

orophore concentrations by fitting of fluo-

rescence spectra

Section 5.3 focussed on the correction of fluorescence distortion using algorithms

informed by reflectance measurements. In this section, we investigate the correc-

tion of fluorescence using only information contained in the fluorescence spectrum

itself. We return to the sample systems described in section 5.3, simulated fluo-

rescence in infinite media and fluorescence measured from erythrocyte phantoms,

but now we fit the fluorescence spectra using the appropriate forward-adjoint

algorithm to extract both the fluorophore concentrations and the sample opti-

cal properties simultaneously. Again, the choice between the forward-adjoint P3

model and the scaled Monte Carlo forward-adjoint model is based on the geometry

of the measurement.

5.4.1 Fitting of simulated fluorescence in infinite media

using the forward-adjoint P3 model

In section 5.3.1, we demonstrated the ability of the analytic forward-adjoint P3

model to correct distortions in simulated fluorescence in infinite media. In this

section, we fit the same simulated data set to obtain optical property information

directly. The simulated fluorescence spectra originally shown in figure 5.3 are

reproduced in figure 5.8. The solid lines in the figure indicate the best fits to the

data returned by the P3 forward-adjoint a fitting algorithm. At all concentrations
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Figure 5.8: Simulated fluorescence spectra distorted by propagation through
(a) 0.55 and (b) 1.05 mm of turbid media (symbols) and best fits using the
forward-adjoint P3 model (lines). Calculations were performed for samples
with a µ′s of 1 mm-1 at 630 nm, a scattering exponent of -1.5, and SO2 of
0.75. The value of [Hb ]t for each curve is listed in the legend. The solid lines
indicate the best fit to each curve using the forward-adjoint P3 expression.
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investigated, the fits agree with the simulated data.

Using the optical properties obtained from fits to each of these fluorescence

spectra, we have extracted the corresponding intrinsic fluorescence spectra. These

are shown in figure 5.9, along with the intrinsic fluorescence emission spectrum

used to create the simulated data set. The spectral shape of the fluorescence

emission is recovered accurately, despite the significant distortions evident in fig-

ure 5.8. The amplitude of the fluorescence, however, is systematically underesti-

mated, especially in the case of spectra acquired 1.05 mm from the source. This

underestimation is due primarily to a systematic underestimation of the total

hemoglobin concentration of the sample and hence of the distortion imposed on

the fluorescence, as described below.

The fitting algorithm we have used assumes that the sample’s intrinsic fluo-

rescence consists entirely of emission from the two fluorophores shown in figure

5.2 and returns the best fit amplitudes of each fluorophore. One of the corrected

fluorescence spectra shown in figure 5.9 is reproduced in figure 5.10 along with the

two components of the intrinsic fluorescence spectrum assigned by the fitting algo-

rithm. As expected, the total intrinsic fluorescence spectrum found by summing

the two components matches the corrected spectrum.

In figure 5.11, the fitted amplitudes of the two fluorophores used in the sim-

ulated data set are shown for spectra obtained under a variety of simulated

hemoglobin concentrations and values of SO2. The systematic underestimation of

the fluorescence observed in figure 5.9 is reflected in the fitted amplitudes of NADH

and the background, whose correct amplitudes are 1.0 of 0.5, respectively. At a

source-detector separation of 0.55 mm (panel (a)), the amplitudes of both com-
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Figure 5.9: Simulated fluorescence spectrum corrected for the effects of ab-
sorption and scattering by the forward-adjoint fitting algorithm. The cor-
rected spectra are derived from the spectra shown in figure 5.3 generated
at source-detector separations of (a) 0.55 and (b) 1.05 mm. The solid line
in each plot indicates the intrinsic fluorescence emission spectrum used to
generate the data set.
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the spectral components assigned by the forward-adjoint fitting algorithm
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ponents are correctly reported as constant, and their ratio is reported correctly,

although both are slightly underestimated. As the source-detector separation is

increased to 1.05 mm (figure 5.11(b)), the algorithm’s ability to recover the cor-

rect amplitudes is degraded, as is the accuracy of the ratio of the two amplitudes.

This ratio is plotted as a function of [Hb ]t in figure 5.12. The synthetic data set

was generated using a ratio of 0.5. At a source-detector separation of 0.55 mm,

the best fit ratio is approximately correct over the range of hemoglobin concen-

trations and saturations investigated. At 1.05 mm, the NADH fluorescence is

increasingly underestimated as the total hemoglobin concentration is increased.

The underestimation of the NADH amplitude is mirrored by an overestimation

of the background fluorescence amplitude. The total fluorescence intensity, how-

ever, remains approximately constant. The difficulty in assigning fluorescence
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amplitude to one or the other fluorophore is a result of the dramatic fluorescence

distortion in the region where the two fluorophores being considered emit most

strongly. Over the range of hemoglobin concentrations we have investigated, the

fluorescence intensity near 403 nm measured 1.05 mm from the source varies by a

factor of more than 300. Over the same range, the intrinsic fluorescence amplitude

recovered by the fluorescence fitting algorithm varies by less than 30%, as shown

in figures 5.9 and 5.11.

Although the recovery of intrinsic fluorescence is the main goal of the fitting

algorithm described above, extracting information about the medium’s optical

properties is useful as well. We have tested this ability over a wide range of

[Hb ]t and SO2. With source-detector separations of 0.55, 1.05 and 2.05 mm, the

algorithm is able to determine the hemoglobin saturation with an accuracy of ±

9%, as shown in figure 5.13(a) Each point in figure 5.13(a) represents the average

of 10 fits at the same SO2, but with different values of [Hb ]t. Figure 5.13(b)

shows the corresponding plot for the recovered value of [Hb ]t. In both panels,

the errorbars represent the maximum deviation from the true value within each

data set. Over the full range of [Hb ]t and at all values of SO2, the best fit [Hb ]t

systematically underestimates the true value. Because the shape of the distortion

is largely dependent on SO2, this has little effect on the shape of the recovered

intrinsic fluorescence spectrum. The recovered fluorescence amplitude, however,

is decreased by the underestimates of µa at both the excitation and emission

wavelengths, contributing to the systematic underestimate of amplitude seen in

figures 5.9 and 5.11

The difficulty in obtaining accurate amplitudes and the lack of fluorescence
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Figure 5.13: Best fit values of (a) SO2 and (b) [Hb ]t extracted from a syn-
thetic fluorescence data set by the forward-adjoint P3 fitting routine, plotted
as functions of the true values.

intensity far from the source both place a practical upper limit on the source-

detector separation at which our measurement scheme is effective. The exact

value of this limit will depend on the source and detector employed, the sample

optical properties and the accuracy required. In the relatively highly absorbing

samples we have investigated here, it is on the order of 1 mm. In less absorbing

media, the algorithm may be applicable over a wider range.
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5.4.2 Fitting of fluorescence acquired from erythrocyte

phantoms using the scaled Monte Carlo forward-

adjoint model

Typical fluorescence emission spectra obtained from the surface of a tissue simu-

lating phantom at source-detector separations of 0.53 and 1.06 mm are shown in

figure 5.14, along with the best fits returned by the scaled Monte Carlo forward-

adjoint fitting algorithm. The spectra and fits are normalized to 1 at 650 nm.

The basis spectra used by the fitting algorithm were those of Liposyn and NADH,

both measured in a phantom free of other absorbers and corrected for the effects of

scattering. The fits provided by the scaled Monte Carlo forward-adjoint algorithm

match the data accurately.

In figure 5.15, we show the corresponding intrinsic fluorescence spectra re-

turned by the fitting algorithm, along with the intrinsic fluorescence emission

spectrum of the phantom. The recovered intrinsic fluorescence spectra are nor-

malized to 1 at their maxima. In each spectrum shown in figure 5.15, the shape

of the undistorted spectrum is recovered accurately, although some overcorrec-

tion near the visible hemoglobin absorption peaks is evident, especially in the

well-oxygenated case. The correction is remarkably good in the region near the

hemoglobin Soret band, despite the fact that this spectral region exhibited the

greatest errors when the intrinsic fluorescence was extracted using optical prop-

erties obtained from fits to reflectance spectra.

One of the spectra shown in figure 5.15, acquired at a source-detector separa-

tion of 0.53 mm in the fully oxygenated phantom, is shown in figure 5.16. The
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Figure 5.15: Fluorescence emission spectra obtained from an erythrocyte
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malized to 1.0 at the peak. Data were obtained at oxygen concentrations of
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corrected for the effects of absorption and scattering, along with the contribu-
tions of spectral components assigned by the forward-adjoint fitting algorithm
(dashed lines) and their sum (solid line).
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dashed lines indicate the best fit contributions of NADH and Liposyn to the in-

trinsic fluorescence. The agreement between the total of these two components

(solid line) and the calculated intrinsic fluorescence spectrum (data points) indi-

cate that the phantom’s fluorescence is adequately modelled by the sum of NADH

and Liposyn emission. The small differences between the total fit and the calcu-

lated intrinsic fluorescence could result from errors in the calculated absorption

and scattering spectra or from the presence of fluorophores not accounted for in

our basis set.

The best fit amplitudes of the two fluorescence components are plotted in figure

5.17. The amplitudes are normalized such that the initial total amplitude is equal

to one. At the shortest source-detector separation, the NADH and Liposyn am-

plitudes are both reported as constant, and their relative amplitudes are reported

in agreement with the values observed prior to the addition of erythrocytes of 0.8

and 0.2, respectively. The amplitudes of both fluorophores exhibit an artifactual

decrease at low oxygen tension due to crosstalk between the fluorescence ampli-

tudes and the scattering coefficient in the fitting algorithm, as described below.

As the source-detector separation is increased, the uncertainty in the assignment

of the fluorescence amplitudes increases. This reflects the dramatic increase in

the fluorescence distortion, especially at the shorter wavelengths where the two

fluorophores are most easily distinguished.

The corresponding best fit values of µ′s at 630 nm obtained from each flu-

orescence spectrum are plotted in figure 5.18. As expected, the value of µ′s is

not affected by changes in the phantom’s oxygenation status. This indicates

that crosstalk between µ′s and the other free parameters in the fitting algorithm
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Figure 5.17: Best fit values of the fluorescence amplitudes of NADH and Li-
posyn in a phantom containing erythrocytes as functions of phantom oxygen
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is minimal. An exception is the artifactual increase in µ′s and decrease in the

recovered fluorescence amplitude at low oxygen tension in the fits to data ac-

quired at 0.53 mm from the source. The large errorbars on the best fit µ′s at

all source-detector separations indicate that the fluorescence fitting algorithm is

not extremely sensitive to µ′s and will reliably detect only very large scattering

changes.

The oxy- and deoxyhemoglobin concentrations recovered from fitting to these

fluorescence spectra are shown in figure 5.19. At each source-detector separation,

the total hemoglobin concentration is correctly reported as constant, although the

value of [Hb ]t recovered from these fits to fluorescence spectra is approximately

20% lower than that reported by the fits to the corresponding reflectance spectra

presented in chapter 4. At all the source-detector separations investigated, the

turnover from oxy- to deoxyhemoglobin as the phantom deoxygenates is clearly

evident. The crosstalk between the fluorescence amplitude and µ′s at the shortest

source-detector separation has no apparent effect on the determination of the

total hemoglobin concentration or saturation, indicating that the sample optical

properties may be determined accurately even when such crosstalk is present.

In figure 5.20, we plot the hemoglobin saturation determined by fitting to flu-

orescence spectra as a function of the phantom oxygen tension. As described in

section 4.2.2.2, the theoretical relation between these two variables is given by the

Hill equation. The solid lines in each plot represent the Hill curve which provides

the best fit to the data. To restrict our fitting to the range of validity of the Hill

equation, we exclude from the fit any data points whose SO2 is less than 0.2 or

greater than 0.9, as in chapter 4. The dashed line in each panel indicates the best
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Figure 5.19: Fitted concentrations of oxy- and deoxyhemoglobin based on
fluorescence spectra acquired from an erythrocyte phantom with detection
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Figure 5.20: Fits of the Hill equation (—) to phantom SO2 determined via
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Fiber S-D (mm) n p50 (Torr)
1 0.53 2.04 ± 0.37 21.5 ± 1.7
2 1.06 2.01 ± 0.31 21.0 ± 1.5
3 1.14 2.32 ± 0.85 23.1 ± 3.3
4 1.40 2.24 ± 1.18 21.8 ± 4.5
5 1.50 2.34 ± 0.28 21.6 ± 5.2

Table 5.1: Hill parameters extracted from erythrocyte phantom
fluorescence. The values listed were returned by nonlinear fits
of the Hill equation to the hemoglobin oxygen saturations recov-
ered from a fluorescence measured in a phantom containing intact
human erythrocytes.

fit Hill curve constructed by fitting reflectance spectra obtained with the same

detection fiber. The values of p50 and n determined for each fiber by the fluores-

cence fitting are given in table 5.1. These values agree with those obtained from

reflectance spectroscopy in chapter 4 within their uncertainties, and are consistent

with values reported by other researchers. The agreement between the reflectance

and fluorescence fitting algorithms indicates that the fitting of fluorescence can

give information equivalent to that obtained from reflectance fitting, and also pro-

vide a quantitative measure of fluorophore concentration without the need for an

independent reflectance spectrum.
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5.5 Analysis of fluorescence spectra acquired in

vivo from tumor-bearing mice

In chapter 4, we investigated the changes in the hemoglobin oxygenation sta-

tus of tumors in mice exposed to different mixtures of gasses, as reported by

reflectance spectroscopy. For each reflectance spectrum acquired for that study,

we also recorded a fluorescence emission spectrum. The goal of the fluorescence

measurements was to determine the changes, if any, in intrinsic fluorescence in-

duced by the breathing of carbogen and nitrogen. Fluorescence emission spectra

acquired in vivo at source-detector separations of 1.14 mm and 1.34 from one

EMT-6 tumor are shown in figures 5.21(a) and (b), respectively. In each panel,

we show the spectra obtained while the animal breathed room air, carbogen and

nitrogen. These spectra include only contributions from naturally occurring flu-

orophores. The most prominent of these over the range of wavelengths shown is

expected to be NADH, with an emission peak near 450 nm. The apparent shift

of the emission maximum to 470 nm is caused by the preferential absorption of

light at short wavelengths by hemoglobin. The hemoglobin absorption maxima

around 550 nm lead to a narrowing of the red side of the emission peak. The

best fit, which includes the effects of absorption and scattering as well as fluores-

cence contributions from NADH and a Lorentzian representing collagen and other

fluorophores, agrees with the measured data. The distortion of the spectrum by

oxyhemoglobin, indicated by the minima around 540 and 575 nm, is clearly visible

in the cases where the animal breathed room air or carbogen, and switches over
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Figure 5.21: Fluorescence emission spectra obtained in vivo at source-
detector separations of (a) 1.14 and (b) 1.34 mm on the surface of an EMT-
6 tumor in an unsensitized mouse. Spectra were taken while the animal
breathed room air, carbogen and nitrogen.
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during nitrogen inhalation to deoxyhemoglobin, with a single absorption peak

around 555 nm.

We first extract the intrinsic fluorescence spectra from these data using the

optical properties obtained by fitting the corresponding reflectance spectra. The

resulting intrinsic fluorescence spectra are shown in figure 5.22. In the case of

the data acquired at 1.14 mmsource-detector separation shown in panel (a), the

algorithm overcorrects the distortion of fluorescence, resulting in artificial peaks

in the regions of maximal hemoglobin absorption. At the greater source-detector

separation shown in panel (b), the correction is more effective, and a qualitatively

reasonable intrinsic fluorescence spectrum is recovered.

The better performance of the algorithm at greater source-detector separation

is coincidental and results from optical heterogeneities in the tissue being sam-

pled. As demonstrated in chapter 4, the optical properties of the EMT-6 tumors

we investigated can vary dramatically over distance scales on the order of our

probe’s source-detector separations. As shown in appendix B, the volume of tis-

sue that contributes to our reflectance and fluorescence measurements, especially

at wavelengths where µa is large, is small enough that each detection fiber samples

a distinct region of the tumor. The same holds true for sources; the reflectance

and fluorescence measurements use separate source fibers and therefore interrogate

slightly different regions of the sample. The result is that the reflectance spectrum

recorded by any given fiber may sample a different set of optical properties than

those that distort the fluorescence spectrum measured by the same fiber. This is

an effect of the particular design of our probe. A fiber-based probe which used

the same source fiber for both reflectance and fluorescence measurements would
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Figure 5.22: Intrinsic fluorescence emission spectra extracted from murine
tumors using optical properties determined by reflectance fitting. Spectra
were acquired at source-detector separations of (a) 1.14 and (b) 1.34 mm.
The corresponding uncorrected fluorescence spectra are shown in figure 5.21.



5.5. ANALYSIS OF FLUORESCENCE SPECTRA ACQUIRED IN
VIVO FROM TUMOR-BEARING MICE 310

sample nearly identical volumes of tissue with the two measurements. In the case

of our measurements, however, the differences in sampled volume complicate the

already challenging problem of fluorescence recovery. For this reason, we will not

analyze the reflectance-based correction of these spectra in detail.

The fitting of fluorescence spectra to obtain both optical property information

and intrinsic fluorescence spectra has no such limitations. Since only the fluores-

cence is being fit, the volume of tissue contributing to the optical characterization

of tissue and that contributing to the fluorescence emission spectrum are necessar-

ily identical. In the following section, we will consider the fitting of fluorescence

spectra to obtain intrinsic fluorescence without incorporating reflectance informa-

tion. The best fits to the measured spectra given by this algorithm are indicated

by the solid lines in figure 5.21. The corresponding calculated intrinsic fluores-

cence spectra are shown in figure 5.23. The solid lines in each panel indicate

the best fit sum of the fluorophore basis spectra used in the fit. In both cases,

the broad emission peak of NADH is recovered, and the obvious distortions due

to hemoglobin absorption are removed or reduced. While there are significant

mismatches between the recovered intrinsic data and the best fit sum of basis flu-

orophores, the recovery of reasonable intrinsic fluorescence spectra is much better

than that attained with reflectance-derived optical properties.

In the case of the data obtained at a source-detector separation of 1.14 mm

(panel (a)), the fluorescence due to NADH decreases slightly with carbogen breath-

ing and increases dramatically after several minutes of nitrogen breathing. This is

likely caused by a shift of NADH from its oxidized to its reduced state and reflects

the expected shift in the redox state of the tumor tissue. In contrast, the NADH
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Figure 5.23: Intrinsic fluorescence emission spectra extracted from murine
tumors using optical properties determined by fluorescence fitting. Spectra
were acquired at source-detector separations of (a) 0.77 and (b) 1.34 mm.
The corresponding distorted fluorescence spectra and best fit lines are shown
in figure 5.21.
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fluorescence in the data taken at a source-detector separation of 1.34 mm (panel

(b)) decreases with nitrogen inhalation. Possible explanations for this discrepancy

include variations in cellular oxygenation among different regions in the tumor or

a slight shift in probe position during the measurement. Whatever the cause, the

lack of agreement between measurements made at two different positions on the

same tumor at the same time indicates that care must be taken in analyzing in

vivo fluorescence data.

The recovery of reasonable intrinsic fluorescence from these badly distorted

spectra is encouraging, however the fits here are clearly not as good as those

shown for the Monte Carlo and phantom data. Significant improvements to the

fluorescence and absorption basis sets are required before any quantitative analysis

of in vivo optical properties or fluorophore concentrations is possible.



5.6. DISCUSSION 313

5.6 Discussion

In this chapter, we have demonstrated a set of methods for interpreting fluores-

cence spectra measured in turbid media. These algorithms are capable of recov-

ering the intrinsic fluorescence spectrum accurately over a wide range of optical

properties. They are based on a sound theoretical foundation and account for the

source-detector geometry of the measurement explicitly without the need for em-

pirical corrections. The algorithms that fit the fluorescence spectrum directly are

able to correctly determine the optical properties of the sample and the intrinsic

fluorescence spectrum simultaneously. Although a number of algorithms for ex-

tracting intrinsic fluorescence have been developed by previous researchers, none of

these have determined the sample’s optical properties from the fluorescence spec-

trum directly. We have demonstrated our methods in infinite and semi-infinite

geometries using computer simulations and experiments with tissue-simulating

phantoms. These numerical and experimental tests confirm that our algorithms

are applicable over a range of absorption and scattering coefficients that includes

all but the most highly absorbing tissues. Because our algorithms require only a

single source-detector pair with a separation on the order of 1 mm or less, they can

be implemented using fiber-optic probes compatible with endoscopes, providing

the potential for quantitative, minimally invasive fluorescence spectroscopy of the

lungs and gastrointestinal tract.

We have developed two general classes of algorithms, one which fits the re-

flectance spectrum to get the sample’s optical properties and another which ob-

tains them by fitting the fluorescence directly. Each method has its strengths and
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weaknesses. When the fluorescence is fit directly to determine optical properties

and intrinsic fluorescence, only one measurement is required. This simplifies the

experimental design and, in the case of measurements made during PDT, reduces

the interruption of treatment required for measurement. In addition, the use of

a single measurement eliminates concern about sample heterogeneity. When the

reflectance spectrum is used to determine optical properties, there is the potential

for the volume of tissue that contributes to the absorption and scattering char-

acterization to be different from that which generates the measured fluorescence.

This potential problem would be reduced in a system which used the same source

fiber for fluorescence excitation and reflectance measurements, however the differ-

ences in the depth sampled by the two measurements could still be problematic,

as described in appendix B.

Perhaps a more fundamental difference between the reflectance-based algo-

rithms and the fluorescence fitting methods is the way in which the free parame-

ters are coupled in the two systems. The reflectance fitting approach decouples the

determination of optical properties from the extraction of intrinsic fluorescence.

This has the advantage that errors in the absorption basis spectra can be identified

in the reflectance fitting step, before the fluorescence enters the analysis. It also

allows extraction of intrinsic fluorescence without a fluorescence basis spectrum,

an advantage when the identities of fluorophores that make up the sample are un-

known. When the fluorescence is fit directly, it is difficult to determine whether

a poor fit results from errors in the absorption basis set, the fluorescence basis

set or the scattering model. The coupling of variables also makes the determi-

nation of optical properties sensitive to errors in the fluorescence basis spectrum
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and crosstalk with the fluorescence amplitudes, a problem not encountered in the

reflectance fitting.

There is however an advantage to the fluorescence fitting algorithm’s coupling

of intrinsic fluorescence to the optical properties. Because this algorithm optimizes

the modelled absorption, scattering and fluorescence spectra simultaneously, it

necessarily finds a set of optical properties which lead to a reasonable shape in

the recovered intrinsic fluorescence. When the absorption and fluorescence basis

sets are complete, the result is more accurate recovery of the intrinsic fluorescence

spectrum than can be achieved by fitting reflectance. This improved fluorescence

recovery can be seen by comparing figures 5.6 and 5.15, for instance. If a complete

set of fluorescence and absorption basis spectra are available, the experimental

simplicity and accurate fluorescence recovery of the fluorescence fitting algorithm

make it an attractive alternative to methods that depend on reflectance fitting to

determine optical properties.

In both the infinite and semi-infinite geometries, the accuracy of forward-

adjoint fluorescence model is sufficiently good that the limiting factor in the re-

covery of intrinsic fluorescence is the ability of the reflectance fitting algorithm

to determine the sample optical properties. The most obvious route toward im-

proving the recovery of intrinsic fluorescence is therefore to develop more accurate

methods for the determination of the sample’s optical properties. Potential areas

of improvement of our single source-detector reflectance fitting algorithms have

been discussed in chapter 4. As more accurate reflectance fitting algorithms are

developed, they can be used to inform our fluorescence correction algorithms,

resulting in more accurate determination of the intrinsic fluorescence spectra.
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Given a sufficiently accurate determination of optical properties, the recovery

of intrinsic fluorescence will be limited by the signal to noise ratio (SNR) of the

fluorescence measurement. The correction of fluorescence for absorption effects

often requires the multiplication of a small measured signal by a large correction

factor. This has the effect of magnifying the uncertainty in spectral regions of

high absorption. In the data presented here, the uncertainties in the recovered

intrinsic fluorescence become unacceptably large for source-detector separations

greater than 1 mm, especially in the hemoglobin Soret band. This limitation can

be overcome by (a) limiting the source-detector separation of the probe to a range

where the SNR is acceptable, (b) implementing a probe with a larger detection

fiber or more efficient spectrometer or (c) increasing the power of the excitation

light. A probe designed for the specific purpose of single-detector fluorescence

spectroscopy could improve the SNR of our measurements dramatically.

We have implemented the extraction of intrinsic fluorescence with and without

the use of information obtained via reflectance fitting in both infinite and semi-

infinite geometries. In the case of infinite media, the P3 reflectance theory and the

forward-adjoint P3 fluorescence theory both give closed-form analytic solutions,

allowing efficient calculation and rapid iterative fitting. The infinite geometry is

ideal for modelling and for the testing of fitting algorithms, however it also has

a practical application. Because the penetration of light into tissue is limited to

a few centimeters at most, photodynamic treatment of large solid tumors or of

tumors embedded in internal organs requires the insertion of optical fibers for

interstitial delivery of the treatment light. In such cases, the addition of fibers

for the measurement of fluorescence will not significantly increase the invasiveness
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of the procedure. Fluorescence collected deep in a solid tumor samples an effec-

tively infinite medium, and can therefore be analyzed using the analytic methods

presented in this chapter. Such a measurement strategy increases the number of

organs that can be considered optically accessible for the purposes of fluorescence

spectroscopy.

The imposition of a physical boundary in the semi-infinite geometry requires

a more complex model, and does not lend itself to a straightforward analytic solu-

tion. We have therefore adopted the scaled Monte Carlo forward-adjoint method

to perform these calculations. The efficacy of this algorithm is demonstrated by

the recovery of the intrinsic fluorescence spectra and oxygen saturation curves

from fits to fluorescence emitted by tissue simulating phantoms containing ery-

throcytes and NADH. For the full range of optical properties investigated, the

Hill parameters obtained from fluorescence fitting agree with those determined

by fitting the corresponding reflectance data and with previously published val-

ues. The accurate determination of SO2 persists even at large source-detector

separations where the magnitude of the fluorescence distortion makes recovery of

intrinsic fluorescence difficult. It appears that the fitting of fluorescence spectra

can characterize the absorption spectrum of the medium more robustly than it

can the intrinsic fluorescence emission spectrum. This is likely a result of the

fact that the absorption spectra of oxy- and deoxyhemoglobin contain many well-

defined features while the fluorescence emission spectra of NADH and Liposyn

are relatively featureless and therefore more subject to crosstalk with one another

and with the scattering spectrum.

Once a library of Monte Carlo simulations is established, the scaled Monte
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Carlo forward-adjoint routine can model the propagation of fluorescence with an

accuracy comparable to that obtained by running individual Monte Carlo sim-

ulations for each data point, but with far less computation time. The iterative

fitting routine based on this model is still computationally intensive and time-

consuming, requiring as much as 30 minutes to fit a single fluorescence spectrum.

The ever-increasing speed of available computers and the potential for improve-

ment in the efficiency of the non-linear fitting algorithm make the time required

for fluorescence fitting a minor concern.

Our preliminary analysis of the fluorescence recovered from EMT-6 tumors in

BALB/c mice indicates that more work will be required before the fluorescence

fitting algorithm can be implemented for routine analysis of in vivo fluorescence

spectra. There are several areas of potential improvement. First, the reflectance

fitting results described in chapter 4 show that the hemoglobin basis spectra used

in the current analysis are imperfect, especially in the case of deoxyhemoglobin.

Errors in the absorption basis set are expected to reduce the accuracy of the in

vivo fluorescence fitting, however the quality of the fits to phantom fluorescence

spectra described here and of the fits to in vivo reflectance spectra shown in

chapter 4 indicate that reasonable fits can be obtained despite these errors. It is

likely that the more significant source of error lies in the fluorescence basis set. In

our current implementation, we have grouped all of the non-NADH fluorophores

together in a single Lorentzian component. In reality, the non-NADH fluorescence

of tissue arises from a variety of fluorophores. A complete fluorescence basis

set would necessarily include the individual fluorescence emission spectra of each

of these. The accurate determination of the identity and intrinsic fluorescence
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of these spectra would enable a more accurate fitting algorithm and one which

would provide more useful information about changes in individual fluorophore

concentrations. The development of such a basis set, however, is beyond the scope

of this work.

The methods we have presented here significantly extend the range of optical

properties and therefore of wavelengths over which intrinsic fluorescence can be

determined. There are, however, several areas of potential improvement which

require attention. First, we have used a limited set of absorbers in our basis spec-

trum and a relatively simple model of the scattering spectrum. As described in

chapter 4, improvements in the hemoglobin basis spectra are certainly possible. In

addition, it is possible that a more sophisticated model of tissue scattering could

prove useful. For example, Saidi et al. (1995) have characterized the scattering

spectrum of human skin tissue using a model that includes a Mie theory compo-

nent and a Rayleigh scattering component. The Aλ−b model we have employed

here can model Rayleigh scattering using b equal to 4 or Mie scattering with a

different value of b. Incorporating both components with a single value of b over

the full wavelength range of our measurements is impossible. The Rayleigh com-

ponent was observed to be most important at short wavelengths, corresponding

to the region of the spectrum where our fits to mouse data exhibit the most ob-

vious errors. An improved scattering model may improve the fits to in vivo data,

especially when coupled with more accurate absorption basis spectra.

Second, none of the algorithms described here make use of the reflectance at

the excitation wavelength. This makes them vulnerable to one particular source

of error. Consider an absorber with a large µa at the excitation wavelength but a
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very low µa over the wavelength range sampled by the reflectance and fluorescence

measurements. Because it absorbs little of the reflectance or emission light, this

absorber cannot be quantified by either fitting algorithm. It can, however, have

a significant impact on the amplitude of the measured fluorescence. One such

example is provided by the tissue-simulating phantom experiments described in

this chapter. Both Liposyn and NADH exhibit negligible absorption over the

wavelength range of our measurements, and both absorb 365 nm light to some

extent as evidenced by their fluorescence. The 365-nm µa of NADH and Liposyn

combined is much smaller than that of hemoglobin, so their absorption has little

effect on our erythrocyte phantoms. In the phantoms without erythrocytes, which

we used to calculate the true intrinsic fluorescence of Liposyn and NADH, how-

ever, the effect of the unaccounted absorption due to Liposyn and NADH leads to

an underestimation of the fluorescence amplitude by as much as a factor of two.

Absorption at 365 nm has negligible effect on the shape of the calculated fluores-

cence spectrum, so the basis spectra, which are normalized for fitting purposes,

are unaffected. In general, care should be exercised when interpreting results from

samples in which hemoglobin may not be the dominant absorber at the excitation

wavelength.

This source of error could be eliminated by a fitting algorithm which explic-

itly takes into account the reflectance at the excitation wavelength Rx. In the

case of reflectance fitting, this would require extending the wavelength range of

the measurement to include the excitation wavelength. In the fluorescence case,

a calibrated, absolute measurement of Rx would be required. While this adds a

level of complexity to the measurement, it is technically feasible, and may lead to
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an improvement in the accuracy of the algorithm. Another potential benefit of

the explicit characterization of the optical properties at the excitation wavelength

is the potential to reduce crosstalk between the scattering amplitude and the flu-

orescence amplitude. In the current implementation, crosstalk between these two

parameters can be detected by comparing changes in the measured and calculated

values of Rx. Without a calibrated absolute measurement, such a comparison can

detect errors, but not provide guidance on how they might be corrected. In the

data presented here, the relative changes in the measured Rx match those expected

from the best fit optical properties.

In conclusion, we have demonstrated that the extraction of intrinsic fluores-

cence from single source-detector separation, steady state measurements in turbid

media is possible, and evaluated two distinct algorithms to accomplish the task.

These methods are based on rigorous physical models, are quantitatively accu-

rate, and can be extended to arbitrary sets of absorbers and fluorophores. They

require only a single source-detector separation and only relatively simple and

inexpensive CW light sources. While any iterative algorithm would benefit from

increased computing resources, the demands of the algorithms we present here

are satisfied by the current generation of personal computers. Given a sufficiently

complete basis set and and appropriately designed optical probe, it should be pos-

sible to measure optical properties and fluorophore concentrations simultaneously

at multiple locations in living tissue. The implementation of such a system dur-

ing photodynamic treatment has the potential to generate a spatial map of tissue

oxygenation, autofluorescence, and sensitizer photobleaching simultaneously.
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Appendix A

Variance-matching Fluorescence

Monte Carlo

A.1 Introduction

Monte Carlo simulation has become the gold standard for generating theoretical

fluence distributions and reflectance profiles for comparison with analytic solu-

tions to radiative transport. Although they are applicable to arbitrary geometry

and optical properties, Monte Carlo algorithms are computationally intensive,

requiring many orders of magnitude more time than corresponding analytic ap-

proximations. A set of techniques known collectively as variance reduction has

been developed in an attempt to increase the precision of Monte Carlo routines

while decreasing the computation time. Many of these techniques were originally

developed in the context of the analogous problems of neutron transport (Kahn

and Harris, 1951) and dose modelling in radiation therapy (Kawrakow and Fippel,
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2000). The implicit capture method (Prahl et al., 1989) is particularly appropri-

ate to simulations of in vivo reflectance and fluorescence measurements, where

the detected signal often depends strongly on contributions from photons which

have been scattered many times. Variance reduction becomes more complicated

when fluorescence and reflected excitation light are modelled simultaneously. A

simulation may give acceptable variance for fluorescence, but not for reflectance

or vice-versa. To address this problem, we have developed an algorithm in which

the variances in the fluorescence and reflectance are matched independently to the

variances expected from experiment.

A.2 Methods

The structure of the variance-matched Monte Carlo routine is illustrated in Figure

A.1. The routine makes use of the implicit capture variance reduction technique

described by Prahl et al. (1989) and implemented in the widely used MCML

code (Wang et al., 1995). Under this method, a photon packet is launched with

a weight of 1.0. At each scattering/absorption event, the packet’s direction is

changed by an angle selected from the Henyey-Greenstein distribution, and its

weight is decremented by a factor of the albedo a. The distance between scattering

events is selected randomly from an exponential distribution whose scale length is

determined by the mean free path in the tissue. This process continues until the

packet’s weight is below a threshold value wt, at which point it undergoes roulette.

Roulette consists of random sampling such that a packet has a one in ten chance

of survival. Those packets which survive have their weights incremented by a
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Figure A.1: Flowchart of the variance matching fluorescence Monte Carlo
routine. Fluorescence packets are propagated in the same manner as exci-
tation packets, with the exception that they do not generate fluorescence.
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factor of 10 while those that do not are terminated. Each absorption event has

a probability p (discussed below) of generating a fluorescence packet, which is

traced in the same manner. Fluorescence generated by absorption of fluorescence

packets is not traced. When a fluorescence packet is launched, it is traced until

termination before the excitation photon packet takes another step. Reflectance

at the emission wavelength can be evaluated separately.

For the variance to be matched to a desired value, it must first be evaluated. A

Monte Carlo simulation can be treated as a series of experiments, each consisting

of the launching and tracing of a single photon packet. The mean reflectance

signal E(r) collected by the detector after k packets have been traced can be

written,

E(k) =
1

k

k∑
i=1

ri, (A.1)

where ri is the reflectance signal contributed by the ith photon packet. The best

estimate of the statistical uncertainty in E(k) is given by the standard error of

the mean (SEM). We define the standard variance of the mean (V) as the square

of the SEM, given by

V (k) =
k
∑

r2
i − (

∑
ri)

2

k2(k − 1)
. (A.2)

A consequence of the Central Limit Theorem is that for sufficiently large k,

V (k) =
σ2(r)

k
, (A.3)

where σ2(r) is the standard deviation in ri over the population of all possible

photon packets.
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Variance matching is accomplished by tracing a number packets nt such that

V (nt) is equal to the predetermined desired variance V0. During the simulation

the value of nt can be predicted using equation A.3, and is given by

nt =
V (k)

V0

. (A.4)

In simulations that track only reflectance, determining nt is sufficient to match V

to any given value of V0.

In the case of simultaneous simulation of reflectance and fluorescence, variance

matching is more complicated. Consider a simple implementation in which each

excitation absorption event launches a fluorescence photon packet. Because each

excitation packet undergoes many absorption events, many fluorescence packets

will be launched for each excitation packet. As a result, the variance in the sim-

ulated fluorescence signal will generally be much less than that in the reflectance

signal, and no single choice of nt will match both variances to the desired values.

In order to match the variances in the reflectance and fluorescence signals inde-

pendently, we allow absorption events to generate fluorescence with a probability

p less than or equal to 1. The weight of each packet is divided by p prior to

launch, so packet weight is conserved. This method is equivalent to the Russian

Roulette technique described by Kawrakow and Fippel (2000). For every k exci-

tation packets launched, a total of kp fluorescence photon packets are generated.

The standard variance in the mean fluorescence signal VF (k) after k excitation
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packets have been traced is given by

Vf (k) =
σ2

f

kp
, (A.5)

where σ2
f is the variance in the signal over the population of possible fluorescence

packets. At the conclusion of the simulation, when nt excitation packets have

been traced, the standard variance in the fluorescence signal is given by

Vf (nt) =
σ2

f

ntp
. (A.6)

The optimal value of nt is determined by the desired variance in the excitation

wavelength reflectance using equation A.4. We seek an optimal fluorescence proba-

bility p0 which matches Vf (nt) to the desired standard variance in the fluorescence

V0f . This optimal value is given by

p0 =
σ2

f

ntV0f

. (A.7)

The value of σ2
f is not known a priori, however it can be estimated at any point

in the simulation by

σ2
f ≈ (kpk)Vf (k), (A.8)

where pk is the value of p used in tracing the first k packets. Vf (k) can be

determined statistically by applying equation A.2 to the fluorescence signal. Sub-
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stituting equation A.8 into equation A.7 gives

p0 =
kVf (k)

ntV0f

pk. (A.9)

In practice, p is updated many times during each simulation. The value of pk used

in equation A.9 is therefore the mean value of p used for the first k packets, pk.

Further, the most appropriate choice of p for the remaining packets is that which

makes the mean of p for the entire simulation (pt) equal to p0. This is found by

manipulating the equation

pt =
(nt − k)p + npn

nt

= p0, (A.10)

giving

p =
ntp0 − kpn

(nt − k)
. (A.11)

The derivation above allows the routine to independently match the variances in

the reflectance and fluorescence signal to those expected from experiment.

A.3 Results

A.3.1 Uncertainty estimation

To test the accuracy with which our routine is able to match a given desired

variance, we have simulated fluorescence detection using a set of tissue optical

properties typical of near UV excitation and visible emission, as listed in table

A.1. For simplicity, the detector consisted of a single fiber in contact with the
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Optical Properties Target Mean Standard
µa(mm−1) µs(mm−1) g σ σ Deviation

Rx 1.0 16.0 0.88 2% 1.98% 2.23%
Rm 7.0 12.0 0.86 2% 2.00% 1.88%
F — — — 2% 2.00% 1.88%

Table A.1: achieved by the variance-matching Monte Carlo rou-
tine. The optical properties under which the algorithm was tested
are listed. Each of 100 runs attempted to reach the target stan-
dard deviation. The mean calculated standard deviation of all
100 runs is listed, along with the standard deviation found by
comparing the 100 runs.

tissue surface used as both an excitation source and a detector. The fiber was

modelled with a diameter of 0.5 mm and a numerical aperture of 0.22. The

simulation was run 100 times using a different set of random numbers for each

run. The target uncertainty was set to 2%. Within each run, the values of nt and

p were adjusted by the routine according to equations A.4 and A.9. At the end

of each run, the variance was determined according to equation A.2. The square

root of this quantity divided by the simulated signal was taken as the estimated

relative uncertainty. The true relative uncertainty was found by dividing the

standard deviation in the signal from all 100 runs by the mean signal from all 100

runs.

As shown in table A.1, the desired uncertainty was obtained for the fluores-

cence signal and for the reflectance at the excitation and emission wavelengths.

Further, the difference between the estimated and the true uncertainties was less

than 10% for each quantity measured. The accuracy with which the desired un-
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certainty is achieved does not depend upon the specific source-detector geometry

or the optical properties being modelled. The target uncertainties for the 3 signals

may be set to different values without effecting the accuracy with which they are

achieved.

A.3.2 Evaluation of efficiency

The gain in computational efficiency using variance matching depends on the op-

tical properties being studied but can be significant. As an example, we have

simulated generation of fluorescence in homogeneous turbid samples in which the

optical properties at the excitation and emission wavelengths are identical (run 1),

and in two cases in which the optical properties are typical of situations encoun-

tered in vivo. Runs 2 and 3 simulate in vivo fluorescence generation by NADH

and porphyrins, respectively. The quantity being monitored is the signal collected

by a single 1 mm diameter fiber on the surface. The source is a pencil beam in-

cident 1 mm from the center of the fiber. The time required to reach a relative

uncertainty of 10% or less in both the fluorescence and excitation reflectance sig-

nals was recorded for the variance-matched Monte Carlo routine and for the naive

Monte Carlo approach (in which p is set to 1.0, so that every absorption event

launches a fluorescence packet). At the end of the simulations in which p was

set to 1.0, the optimal value of p was calculated according to equation A.7. The

results are presented in Table A.2. Because the emission-wavelength reflectance is

calculated separately, its computational efficiency is not affected by the parameter

p. Hence, it is not listed in table 2. The times given are the total computation

time on a 2.4 GHz personal computer. Allowing p to vary improves the efficiency
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Excitation Emission Time Time
run µa µs g µa µs g p = 1.0 p varied p0

1 0.2 10.0 0.90 0.2 10.0 0.90 261.8 7.3 0.022
2 1.0 17.0 0.88 7.0 12.0 0.86 8.4 2.8 0.237
3 2.7 14.0 0.87 0.05 5.0 0.73 113.5 2.9 0.016

Table A.2: Total simulation times for various optical parameters.
For each simulation the time is reported for the case where p is
set to 1.0 and for the case where p is varied optimally by the
Monte Carlo code. µa and µs are given in mm−1 and times are in
minutes.

of the simulation by a factor ranging from 3 to 40. The fact that the optimal value

of p differs by an order of magnitude among the cases shown here indicates that

no single value of p can be chosen which will optimize simulations with arbitrary

optical properties.
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Appendix B

Volume Probed by Spectroscopic

Measurements

In chapters 4 and 5, we presented the results of reflectance and fluorescence spec-

troscopy measurements made with a probe in contact with the sample surface.

One advantage of this method over those using an off-surface geometry is that an

optical fiber-based probed with multiple detectors can be used to assess the het-

erogeneity of optical properties in a sample. To make use of this feature, however,

one must know the volume of the sample that contributes to each measurement. In

this appendix, we investigate the volume sampled by reflectance and fluorescence

measurements, especially with respect to its dependence on the optical properties

of the sample being measured and the distance between the source and detector

fibers.
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B.1 Reflectance spectroscopy

In order to assess the volume of the phantom or tissue which is sampled by re-

flectance measurements at each source-detector separation, we have utilized the

Monte Carlo method described by Hull et al. (1999). In this scheme, the tissue is

divided into annular rings concentric with the source fiber. The rings have thick-

ness equal to the diameter of the detection fibers. Photons which exit the upper

boundary of the tissue at angles within the acceptance cone of the detection fibers

have their paths scored. The result is a two-dimensional array for each detection

fiber which records the distribution in radius and depth of photons contributing

to signal collected by that fiber. The simulations are performed using a modified

version of the MCML routine (Wang et al., 1995).

In figures B.1(a) and (b), the median depth sampled by a diffuse reflectance

measurement is plotted as a function of source-detector separation for optical

properties typical of tissue in the hemoglobin Soret band and at 630 nm, respec-

tively. The errorbars in each panel indicate the depth interval containing the

median 50% of the detected photon paths. In the case of low µa (figure B.1(b)),

the median depth sampled by diffuse reflectance increases with increasing source

detector separation. Any photon that has travelled far enough to reach a distant

detector has sampled a range of depths, and photons that remain near the sample

surface are likely to be scattered out of the sample before reaching a detector.

The low µa ensures that even photons which take long paths through the tissue

have a low probability of being absorbed.

In contrast, in wavelengths where µa is large (figure B.1(a)), the depth sampled
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Figure B.1: Median depth probed by diffuse reflectance measurement as
a function of source-detector separation for scattering media with optical
properties typical of tissue (a) in the hemoglobin Soret band (µ′s = 1.8 mm-1,
µa = 2.0 mm-1) and (b) at 630 nm (µ′s = 1.0 mm-1, µa = 0.05 mm-1) in the
case of poorly oxygenated tissue. The errorbars in each plot correspond to
the depth interval containing the median 50% of the detected photon paths.

is nearly independent of source detector separation. This can be understood in

terms of the distribution of photon path lengths. When µa is large, only those

photons that take short paths from the source to the detector avoid absorption.

The shortest possible path is constrained by the requirement that the photons

must be scattered sufficiently many times to reverse their direction. In the case

of a pencil beam incident on a semi-infinite tissue, the mean depth travelled by

photons before their direction is randomized is given by 1/µ′t, as shown in section

2.1.4. In the case plotted here, this distance is 0.26 mm. Even at a source-detector

separation of 3 mm, the photons collected by the detector have penetrated only

far enough to reverse their direction.
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Our diffuse reflectance measurements sample volumes with dimensions of the

order of the separation between different detection fibers in our probe. Each de-

tection fiber therefore samples a distinct volume of the sample. In the phantom

studies described in chapter 4, we have taken care to ensure that the absorbers and

scatterers are uniformly distributed within the sample. The volume sampled by

the measurement is therefore irrelevant. Measurements made in real tissue, such

as those described in section 4.4, present a more complicated situation. Tissue is

often optically heterogeneous. Hemoglobin is confined to the vasculature, present-

ing inhomogeneities in absorption ranging in scale from vessels a few millimeters

in diameter to capillaries with diameters of tens of microns. Many optically ac-

cessible tissues such as skin and encapsulated tumors exhibit layered structures

where the optical properties close to the surface may differ from those at depth.

In these cases, measurements made with different detector fibers can provide a

measure of the heterogeneity of the sample. In such a situation, the reflectance

measured at different wavelengths may sample regions of the tissue with different

optical properties. The ability of the fitting routine described in chapter 4 to

match the measured data indicate that this is unlikely to be problematic except

in extreme cases.



B.2. FLUORESCENCE SPECTROSCOPY 340

B.2 Fluorescence spectroscopy

A corresponding analysis of the volume sampled by fluorescence measurement is

possible. In this case, we are interested in the volume from which the measured

fluorescence originates. This distribution will depend on the optical properties

at the excitation and emission wavelengths and on the distribution of fluorophore

within the sample. We have performed simulations of fluorescence using the Monte

Carlo routine described in appendix A, which assumes a uniform distribution

of fluorophore molecules. Each time a fluorescence photon packet is captured

by a detector, its point of origin within the sample is scored. The result is a

map of the relative contributions to the measurement of fluorophore molecules

at various depths. The fluorescence origin distributions corresponding to the

optical properties of tissue in the hemoglobin Soret band and in regions of low

hemoglobin absorption are shown in figure B.2(a) and (b), respectively. In both

cases, the optical properties at the excitation wavelength were chosen to match

those encountered in tissue at 365 nm. The depth of origin of the recovered

fluorescence is nearly insensitive to the emission wavelength optical properties,

and is less than 0.5 mm for the range of optical properties we have investigated.

This is due to the fact that µa at the excitation wavelength is relatively large,

confining the volume illuminated by the excitation light to a small, superficial

region.

After they are emitted, fluorescence photons propagate according to the same

mechanism as reflectance photons at the same wavelength and hence sample sim-

ilar volumes of tissue. The depths sampled by emitted photons can therefore be
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Figure B.2: Median depth of origin of detected fluorescence measurement as
a function of source-detector separation for scattering media with emission
wavelength optical properties typical of tissue (a) in the hemoglobin Soret
band (µ′s = 1.8 mm-1, µa = 2.0 mm-1) and (b) at 630 nm (µ′s = 1.0 mm-1,
µa = 0.05 mm-1) in the case of poorly oxygenated tissue. The excitation
wavelength optical properties (µ′s = 2.3 mm-1, µa = 0.9 mm-1) were chosen to
approximate those of tissue at 365 nm. The errorbars in each plot correspond
to the depth interval containing the median 50% of the points of origin of
detected photons.

expected to vary considerably with wavelength (see figure B.1). Fluorescence pho-

tons will be emitted from a small volume of excited tissue, but may pass through

a much larger volume of absorbers and scatterers on the way to the detector.

Like the reflectance measurements described in chapter 4, the fluorescence mea-

surements presented in chapter 5 sample volumes with dimensions of the order

of the separation between different detection fibers in our probe. Measurements

made with a multifiber probe such as the one employed in these studies can there-

fore give a measure of the heterogeneity of optical properties within the sample.

The emission of fluorescence is confined to a relatively small volume near the ex-

citation source, however, so the signal in all of the detection fibers arises mostly
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from florescence emitted within that volume. The small volume of tissue sampled

renders our fluorescence measurements insensitive to fluorophores located farther

than 0.5 mm from the tissue surface. This can be an advantage in studies such as

those presented in chapter 3, where it is desirable to restrict the volume measured

to a superficial structure such as the skin. Obtaining fluorescence information

from deeper tissues, however, requires the use of an excitation wavelength where

the absorption is less severe.



REFERENCES 343

References

Hull, E. L., Conover, D. L., and Foster, T. H. (1999). Carbogen-induced changes
in rat mammary tumour oxygenation reported by near infrared spectroscopy.
Br. J. Cancer. 79:1709–1716.

Wang, L., Jacques, S. L., and Zheng, L. (1995). MCML- Monte Carlo modeling
of light transport in multi-layered tissues. Comput. Methods Programs Biomed.
47:131–146.



344

Appendix C

Errata (Corrected)

1. Reference to Lee et al. (1998) omitted one author

2. p. 104: In the sentence ’...the deposited 1O2 dose is measured is on the order
of 4 mM...’, the phrase ’is measured’ should be omitted.

3. p. 185: In the sentence ’The qualitative similarity... ...although the ir-
radiance at which a given fraction of bleaching occurs differs.’, the word
’irradiance’ should be changed to ’fluence’.
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